Augmented Reality for Head and Neck Carcinoma Imaging: Description and Feasibility of an Instant Calibration, Markerless Approach
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\textbf{A B S T R A C T}

\textbf{Background and Objective:} Augmented reality (AR) can help to overcome current limitations in computer assisted head and neck surgery by granting “X-ray vision” to physicians. Still, the acceptance of AR in clinical applications is limited by technical and clinical challenges. We aim to demonstrate the benefit of a marker-free, instant calibration AR system for head and neck cancer imaging, which we hypothesize to be acceptable and practical for clinical use.

\textbf{Methods:} We implemented a novel AR system for visualization of medical image data registered with the head or face of the patient prior to intervention. Our system allows the localization of head and neck carcinoma in relation to the outer anatomy. Our system does not require markers or stationary infrastructure, provides instant calibration and allows 2D and 3D multi-modal visualization for head and neck surgery planning via an AR head-mounted display. We evaluated our system in a pre-clinical user study with eleven medical experts.

\textbf{Results:} Medical experts rated our application with a system usability scale score of 74.8 ± 15.9, which signifies above average, good usability and clinical acceptance. An average of 12.7 ± 6.6 minutes of training time was needed by physicians, before they were able to navigate the application without assistance.

\textbf{Conclusions:} Our AR system is characterized by a slim and easy setup, short training time and high usability and acceptance. Therefore, it presents a promising, novel tool for visualizing head and neck cancer imaging and pre-surgical localization of target structures.

© 2020 Elsevier B.V. All rights reserved.

1. Introduction

In many clinical routines, medical imaging data, such as computed tomography (CT) or magnetic resonance imaging (MRI), is the major source of information for decision making. Computer-assisted intervention (CAI) aims to incorporate this information more naturally in the clinical workflow by using computerized tools and methods. CAI has greatly facilitated procedures in oral- and craniomaxillofacial surgery (OCMS), such as surgical planning, computer-assisted design, visualization, image-guided surgery (IGS) and others [1–3].

However, there are still shortcomings in current CAI procedures. Visualization and inspection of imaging data is usually still separated, both spatially and temporally, from the patient. Likewise, in IGS using conventional navigation systems, two-dimensional (2D) imaging is displayed on an external monitor. This results in a switching focus problem [4], since the physician is continuously forced to mentally map information between 2D imaging data and the 3D patient. Moreover, the usage of navigation systems in OCMS-IGS often relies on invasive, skull-fixed fiducials for image-to-patient registration [5], and usually involves lengthy set-up and calibration procedures which require time and human resources. One application of image-guided navigation is the pre-operative localization of the surgical target on the patient’s outer surface [6]. The surgeon’s interest in this examination lies on the topology of
the anatomical and pathological structures and size estimates in relation to the outer anatomy. For such a task, the overhead of setting up and calibrating a navigation system is often not justified.

Augmented reality (AR) has the potential to bridge these gaps by transferring radiological imaging data three dimensionally (3D) directly into the current clinical situation and onto the patient. CT, PET-CT or MRI scans can be visualized in 3D and in real-time, effectively granting "X-ray vision" to the physician [78]. However, despite the obvious benefits, few AR systems have successfully been established in clinical use [9,10]. Aside from technical challenges, such as precision, latency and reliability of both registration and tracking, complicated hardware setups using bone-fixed markers and external tracking infrastructure, as well as time-intensive calibration procedures preclude adoption of AR within the clinic. Such systems are seen by medical staff as disruptive to their usual workflow, significantly impedign acceptance [11]. Nonetheless, for applications such as the pre-operative localization task, were sub-millimeter precision is not essential, simple AR systems can be a valuable visual aid, helping physicians to overcome the switching focus problem.

Current literature provides many experimental studies about the introduction of mobile AR into OCMS, as shown by a recent survey by Badiali et al. [5]. In example, Yamaguchi et al. [12] designed a wearable AR system for dental implant surgery. Even though they use a head-mounted display, their system requires stationary infrastructure for image-to-patient registration. Badiali et al. [13] use a video see-through head worn AR display for supporting maxillary re-positioning, relying on skull-fixed markers for registration and tracking. Zhu et al. [14,15], Lin et al. [16] and Zhou et al. [17] all developed AR systems for various OCMS applications with head-worn displays, focusing on designing a registration strategy based on a customarily designed, non-invasive visual markers, rigidly attached to an occlusial splint. Our group was the first to use the HoloLens (Microsoft Corporation, Redmond, WA, USA) for supporting OCMS for the immersive visualization of imaging data from head and neck cancer patients [18–21], with the main goal of enabling marker-free image-to-patient registration. Pietruski et al. [22] also used the HoloLens, in combination with an infrared-based tracking system, for AR-guided osteotomy in the cranio-maxillofacial area. It is evident that most of these studies focus on overcoming selected technical challenges, such as image-to-patient registration, while there are few reports about the integration and usability of such technologies into a clinical scenario. Therefore, our goal was to design an AR system which is easy to setup, learn and use within a clinical environment and furthermore assess its usability and accessibility within our target group, medical professionals working in the head and neck area.

Based on related work and our own experience, we identify three main aspects that determine the potential acceptance of AR in a clinical setting: (i) accuracy, reliability, (ii) usability, and (iii) perceptual quality of the visualization. With these considerations in mind, we designed a system which leverages AR for in situ visualization during inspection prior to head and neck cancer surgery. We use a commercial AR optical see-through head-mounted display (OST-HMD), the HoloLens, to deliver visualization of imaging data showing the location of the surgical targets inside the skull, registered with the patient. Our AR application performs automatic registration of medical data to the patient in the physical space without the need for manual calibration, invasive markers or stationary infrastructure. We achieve this by building the application on top of our previously introduced markerless, untethered registration scheme [21]. Our application runs solely on mobile hardware and can be set up in a matter of minutes, either bedside or in the operating room. Registration happens in seconds and continuously adjusts to the patient’s position, eliminating the need to sedate the patient. In this contribution, we describe our prototype implementation and evaluate our system in a pre-clinical study with 11 medical experts to gauge usability, benefit, and potential of AR in OCMS. Our hypothesis is that this form of markerless, instant calibration AR would be more acceptable and practical for simple tasks than high-end professional navigation systems, while, at the same time, granting novel, immersive insight in medical image data and the patient.

2. Materials and Methods

2.1. System overview and implementation

Our AR visualization system requires two components. For presenting virtual content in combination with the real environment, we use the HoloLens. It localizes itself within the environment and is equipped with a video camera and a time-of-flight depth sensor, which we utilize to capture the patient in both 2D and 3D. Since the computing power of the HoloLens is limited, computations requiring stronger hardware, such as face detection, surface reconstruction and point cloud registration, are outsourced to the second component, a PC or laptop.

Information from the HoloLens’ video camera, depth sensor and self-localization is streamed to the PC via WiFi and Transmission Control Protocol (TCP), were the accurate position of imaging data in relation to the physician is calculated. This pose information is transmitted back to the OST-HMD, where virtual content is placed accordingly. The visualization can be adjusted to the physician’s needs by using gaze and hand gestures as natively supported by the HoloLens, or, alternatively, a Bluetooth gamepad. All data is transmitted directly between HoloLens and device - an internet connection is not required.

This system architecture, were heavier computations are loaded off to a desktop PC and performed asynchronously, allows us to keep the HoloLens graphics processing unit unoccupied for rendering. Therefore, the application runs at near-to-full frame rate of approximately 50 - 60 frames per second (FPS) on the device. This is critical to ensure accurate, visually pleasing rendering and to minimize jitter and overall latency of the system. These factors are not only important for system accuracy, but also have a large impact on user comfort.

The HoloLens application was developed using Unity 3D, C# and the Microsoft Mixed Reality Toolkit, the client application in Python. An overview of the proposed system setup is shown in Fig. 1.

2.2. Medical data collection and model extraction

In an offline step, medical imaging data is collected from patients within the clinical routine. Our system works with CT, PET-CT and MRI scans routinely acquired in the treatment of oncology patients, without requiring a specialized scanning protocol. For 3D visualization, surface renderings of structures of interest, such as tumors and infiltrated bones, need to be extracted by segmenting anatomical structures and tissues of interest and converting them to polygonal meshes. We automatically segment bone and tumor using thresholding, and use the Marching Cubes algorithm for mesh decimation. The resulting meshes can be displayed on the HoloLens at real-time frame rates. Fig. 2 shows bone and tumor surfaces, registered with the patient, through the HMD. Furthermore, we extract a point cloud representation of the patient’s skin, which will be used by our system for automatic registration. Our application also supports 2D orthogonal multi-planar visualization for the exploration of volumetric medical data sets along all three standard anatomical orientations, as shown in Fig. 2 (c) and (d). 2D information can be loaded into our application in the form of individual images slices. These are interpolated and converted into a
3D texture, which is deployed to the HoloLens for seamless, multi-planar rendering.

2.3. Registration and calibration

Our AR application performs automatic registration of medical data to the patient in the physical space without the need for calibration, markers or external tracking systems. We base this pipeline on a previously introduced markerless, untethered registration scheme [21]. In summary, the registration principle exploits the fact that a 3D model of the patient anatomy can be created directly on the basis of pre-operative imaging. Furthermore, the information gathered by the sensors of the HoloLens is utilized to reconstruct the patient's face, as seen by the OST-HMD. In this way, anatomical imaging can automatically be matched to the patient by simply looking at them through the OST-HMD.

More specifically, we add frames arriving from the HoloLens into a buffer, and then draw the most recent matching RGB and depth image pairs based on their timestamps. We then use a convolutional neural network for real-time face detection of the patient on the RGB image. The single-shot multibox detector by Liu et al. [23] provides an adequate trade-off between accuracy, speed and ease of implementation for our use case. Once a region of interest around the patient’s face is determined, we reconstruct a point cloud representation of it by applying an inverse perspective transformation on the depth pixels in the corresponding region. This point cloud is then registered with the point cloud obtained from pre-interventional imaging by adopting Fast Global Registration [17] for initialization and an iterative Closest Point variant [24]. The registration algorithm can be tested with our online platform Studierfenster (www.studierfenster.at). After the two point clouds are aligned, their world-space location can be determined by relating them to the corresponding position information from the HoloLens. The entire registration pipeline takes between 0.5 and 2 seconds to complete and dynamically adjust to the movement of the patient. Since it is performed asynchronously on a companion PC, this does not impede the rendering performance on the HMD itself, which continues to deliver near-to-full frame rates.

2.4. Clinical usage and workflow

To set up our system, physician only need to put on and power the HoloLens as well as the companion PC. After starting the application on both devices, navigation and control of our system is entirely performed within the AR environment. The physician is prompted to select the current patient from a drop-down list; see Fig. 3 (a). A box is displayed in the AR environment, guiding the user to look at the patient, as shown in Fig. 3 (b). When the patient’s face is detected (Fig. 3 (c)), the patient-specific image data is registered to it. As soon as an adequate registration has been found, imaging data is displayed automatically, overlaid onto the patient.
The physician can then toggle different visualization modes, including 3D surface structures and planar cuts. For multi-planar rendering, the user can seamlessly slice through the volume and change the anatomical orientation between axial, coronal and sagittal. In terms of input and navigation possibilities, the application can be controlled with virtual buttons or sliders (Fig. 3 (d)). These widgets can be operated using the HoloLens gaze and gesture input, or, alternatively, with a Bluetooth gamepad.

2.5. Pre-clinical study

The study was carried out in accordance with the local legal requirements and the Declaration of Helsinki (1975) at the Medical University of Graz, Austria and included the approval of the ethics committee of the university (30-340 ex 17/18, 31-416 ex 18/19). Informed consent was obtained from all subjects involved in this study.

Participants

We recruited eleven health care professionals with several years of clinical experience in practice and research in the head, neck and dental area at a university hospital. Six were specialised oral- and maxillofacial surgeons, two were neurosurgeons, two, dentists, and one was a senior experimental neuro-traumatologist. Four participants had previous experiences with OST-HMD devices; three also reported usage of AR-based systems in a medical context. The remaining seven participants did not report any exposure to OST-HMD devices or AR in the medical and non-medical domain.

Procedure

The study participants were first given an introduction to the HoloLens, including gaze and gesture interaction. The capabilities of the system and required workflow were demonstrated to them in a hands-on fashion using a patient phantom, which was 3D-printed from clinical PET-CT data. The data set and 3D model used for this phantom is publicly available [25]. This part of the study was labelled as training phase. Once the participants felt confident with using application, they were asked to test the system on a healthy human volunteer, who had an MRI scan done beforehand, in a testing phase. To simulate the clinical use case, a virtual tumor was placed within the head and neck area of this scan. After completing both phases of the study, the participants were asked to fill out a questionnaire collecting demographics and questionnaires about their impressions using the system in terms of usability, interface/interaction, visualization and overall impression. Finally, the participants were asked for verbal feedback in an informal interview. One study session, including training, testing, questionnaire and discussion, lasted approximately 35 minutes.

Measures

For each participant, we collected the times spent in training and testing phase. For measuring usability, we utilized the System Usability Scale (SUS) with ten items on a 5-point Likert scale, representing a range of “strongly disagree” (1) to “strongly agree” (5). These survey statements, as well as a statistical analysis of the survey results, are given in Table 1.

Finally, users were asked to rate their overall impression from “very negative” (1) to “very positive” (5). Furthermore, most positive and most improve aspects were determined in the form of essay questions.

Statistical analysis

The data gathered in this contribution is presented using descriptive (and analytical) statistical methods such as means ± standard deviations (SD). All statistical analyses were performed using Python with the open source package SciPy version 1.4.1 (https://www.scipy.org/).

3. Results

Training and testing times

In total, users spent an average of 12.7 ± 6.6 minutes in the training phase, and 9.9 ± 4.9 minutes in the testing phase (see also Fig. 4). This results in a mean time of 22.6 ± 9.2 minutes of participants wearing the HMD. A two-sample t-test revealed that there was no significant difference between usage times of physicians experienced AR (averaging 25.3 ± 9.8 minutes) and users without prior experience (averaging 21.1 ± 9.2).

System usability

The perceived usability of the presented AR application was studied by a SUS questionnaire. On average, our participants rated the presented AR application with a SUS score of 74.8 ± 15.9, which, according to Brooke [26], means above average (> 68) usability of the system.

User interface, input and visualization

The results of the questionnaires are summarized as plots in Fig. 5; means and median values are shown in Table 1.

Overall impression and essay questions

Study participants had a very positive overall impression of the system, awarding an average of 4.5 ± 0.7 out of 5 points, with 1 representing “very negative” and 5 “very positive”.

Concerning aspects of the system which stood out most positively, users mainly commented on the ease of use, intuitiveness and novel way of data representation. Among the aspects of the system which most urgently require improvement, most users mentioned the registration accuracy and time needed for auto-registration to converge.

4. Discussion

4.1. Accuracy and reliability

The implementation of medical AR systems faces major technical challenges, in particular, in registration and calibration [7]. Medical technology require the highest standards for reliability and are not tolerant of latency [27] or poor stability. Occlusions
Table 1
Mean and standard deviation (SD), as well as median and inter-quartile range (IQR) of ratings given by users to the user interface, input and augmented reality visualization questionnaire. Statements were rated on a 5-point Likert scale representing a range of “Strongly disagree” (1) to “Strongly agree” (5).

<table>
<thead>
<tr>
<th>Survey statement</th>
<th>Mean</th>
<th>SD</th>
<th>Median</th>
<th>IQR</th>
</tr>
</thead>
<tbody>
<tr>
<td>Q1: Controlling the system was easy and intuitive.</td>
<td>4.09</td>
<td>0.83</td>
<td>4</td>
<td>1.75</td>
</tr>
<tr>
<td>Q2: The system provides enough guidance and feedback.</td>
<td>3.81</td>
<td>1.17</td>
<td>4</td>
<td>2</td>
</tr>
<tr>
<td>Q3: The user interface is well arranged and has an appealing style.</td>
<td>4.18</td>
<td>0.75</td>
<td>4</td>
<td>1</td>
</tr>
<tr>
<td>Q4: User input using gaze and air tap gestures was easy and intuitive.</td>
<td>3.54</td>
<td>1.21</td>
<td>3</td>
<td>2</td>
</tr>
<tr>
<td>Q5: User input using the gamepad was easy and intuitive.</td>
<td>4.36</td>
<td>0.81</td>
<td>5</td>
<td>1</td>
</tr>
<tr>
<td>Q6: The response time of the system to user input was satisfying.</td>
<td>4.00</td>
<td>1.34</td>
<td>4</td>
<td>1</td>
</tr>
<tr>
<td>Q7: I am satisfied with the registration time of the system.</td>
<td>3.54</td>
<td>1.36</td>
<td>3</td>
<td>2</td>
</tr>
<tr>
<td>Q8: The virtual content was accurately overlaid with the real world.</td>
<td>3.18</td>
<td>0.98</td>
<td>3</td>
<td>1</td>
</tr>
<tr>
<td>Q9: I am satisfied with the medical content presented in the AR environment.</td>
<td>4.27</td>
<td>1.01</td>
<td>5</td>
<td>1</td>
</tr>
<tr>
<td>Q10: I am satisfied with how the medical content is presented in the AR environment.</td>
<td>4.09</td>
<td>0.70</td>
<td>4</td>
<td>1</td>
</tr>
<tr>
<td>Q11: I believe the visualization of medical data in AR has benefits over the traditional method.</td>
<td>4.63</td>
<td>0.50</td>
<td>5</td>
<td>1</td>
</tr>
</tbody>
</table>

Fig. 4. Distribution of training and testing times (in minutes) for users with and without prior experience with augmented reality. The black bold line indicates the median, while the boxes show the interquartile range (IQR) between 25th and 75th percentile and whiskers indicate minimum and maximum values within 1.5 × IQR.

Fig. 5. Summary of questionnaire responses concerning user interface, user input and augmented reality (AR) visualization. Statements were rated on a 5-point Likert scale, ranging from “Strongly disagree” to “Strongly agree.”
from instruments or blood, reflection on tissues or the unintentional misplacement of markers during intervention may interfere with registration. Unnoticed failures may misguide the physician, leading to a possibly serious medical accident [10]. We address this challenge by combining state-of-the-art technology with a field of application that is relatively tolerant of small amounts of error, namely pre-surgical inspection, visualization and localization of target structures.

Our study revealed deficiencies in terms of registration time and accuracy, with most participants commenting on a noticeable misalignment between virtual objects and the real patient, quantifying the error with estimates between a few millimeters of up to two centimeters. Those shortcomings can, at least partly, be attributed to the limitations of the chosen hardware. In a previous study, the accuracy of the employed image-to-patient registration was quantified with an average target registration error between patient and virtual content of 9.2 mm; the average error in translation was 3.9 mm and the average error in rotation of 4.9° [21]. This overall system error is caused by several sources. Our registration approach is dependent on the HoloLens’ built in SLAM system, which has been shown to be subject to many environmental influences in a recent paper [29]. Furthermore, depth data acquired from the headset is of rather low quality and resolution, resulting in a poor representation of the patient’s face after point cloud reconstruction. Also, surface reconstruction from CT scans involves some approximations, contributing to the overall error. Another source of inaccuracy comes from the point cloud registration algorithm itself, which is working stably and robustly, but of course not without a residual error. Aside from that, limited computing power of the headset prevents costly computations on the HoloLens itself, and therefore accounts for the need of a streaming-based approach, which obviously introduces additional latency. On top of that, the quantitative registration error might not be equivalent to the perceived misalignment by the user, but instead present a lower bound. Other factors, in particular drift or flickering of augmented content in the operator’s view and incorrect display calibration deteriorate the end-to-end alignment accuracy.

Concerning registration time, our registration pipeline takes between 0.5 and 2 seconds to converge. Even though the visualisation dynamically adjusts if the patient moves, movement is, consequently, not detected in real-time frame rates. This causes some latency until the virtual content re-adjusts to its new position.

Our approach is, different from commercial navigation systems or related prototypes, markerless and calibration-free, but performs below the accuracy of marker-based, high-precision infrared tracking, as used by many of those solutions. We expect that, with the availability of more capable mobile hardware, these issues can be overcome without too much difficulty.

### 4.2. Usability

Introducing an AR system into a clinical workflow requires the addition of several components into an already complex environment. This includes hardware components as well as new or adapted work steps. To allow a smooth integration into clinical practise, none of these components should be seen by physicians as excessively time consuming or disruptive [10]. Thus, our AR system only requires a slim setup and a minimal amount of technical knowledge, to enable accessibility for a wide variety of medical professionals. It is easy to navigate and the display is not overloaded with information, such that the physician is not distracted.

In our user study, we found no significant difference in training, testing and total usage times of the presented system between users with and without experience in AR and HMDs. Therefore, we conclude that our system is easy to learn and to apply, even for people without prior experience.

With a SUS score of 74.8, our user study revealed above average usability of the presented visualization application. According to the adjective SUS rating system introduced by Bangor, Kortum and Miller [30], this constitutes a “Good” (5) system, on a 7-point scale ranging from “Worst imaginable” (1) to “Best imaginable” (7). A score above 70 also implies that the system would generally be accepted by the target audience. Therefore, we conclude that it is accessible to medical professionals from different backgrounds.

The questionnaire regarding user interface and input revealed that users found our system intuitive and easy to control, especially with the gamepad as interaction interface. Per contra, it has to be pointed out that this interaction paradigm has the drawback of keeping the hands of physicians occupied, and means that an additional component has to be introduced, which, in a clinical environment, always raises concerns with respect to hygiene and sterility. The alternative gaze and gesture-based interaction, however, was a source of frustration for participants. This interaction paradigm, which is native to the HoloLens, turned out to be difficult for users to perform, especially when interacting with smaller virtual objects. However, most users grew accustomed to the gestural input after an initial adjustment period, and rated it as acceptable. We anticipate that future hardware will make accessory-free input more user-friendly.

Users were furthermore impressed with the comfort of wearing the HMD. Despite the quite bulky design, they felt no substantial discomfort and were not bothered by the OST-HMD’s weight. It has to be mentioned, however, that none of the participants wore the OST-HMD for more than 40 minutes.

### 4.3. AR visualization

The overarching goal of medical AR is to improve perception of the imaging data in support of the physician’s decision-making process [9]. Oral- and craniomaxillofacial surgeons rely on medical imaging, such as CT, PET-CT or MRI, presented on 2D monitors, for pre-operative oro-pharyngeal tumor staging, tumor visualization and surgical treatment planning [31]. In our system, we preserve the orthogonal slice view physicians are accustomed to, and enhance it by adding structures of interest displayed in real 3D through the OST-HMD. Furthermore, imaging data and the patient can be examined at the same time, in the same physical reference frame.

All participants agreed that AR visualization has benefits over the traditional visualization of medical data on a 2D monitor. This can be mainly related to the fact that the investigated system provides 3D clinical imaging directly on the patient without using any external displays. Our study findings highlight the need for visualizing medical content appropriately for the current use case, especially in AR environments. For our clinical scenario, the shape and extent of the tumor, as well as its spatial localization with respect to bone, were of main interest to the surgeons. Consequently, users pointed out that the visualization of the tumor as 3D surface model is very informative, since the shape and extent is immediately available and need not to be mentally inferred by looking at planar slices from multiple orientations. However, for assessing the spatial relationship of a tumoral mass to the surrounding tissue, participants appreciated a 2D planar view of CT data. This can be explained by the fact that, by visualizing content on a plane, one degree of freedom is fixed, and distances in this plane are easier to estimate [7,32].

However, participants were not fully satisfied with the AR visualization, with incorrect depth perception being one the main issues, which is a known problem when using AR technology in a clinical scenario [33]. Depth perception in AR suffers from the fact that a naive overlay of virtual content over the real scene does not result in any depth cues, based on which the human
perceptual system estimates ordering of objects and object distances. This is especially problematic for X-ray visualization, were virtual content should appear to lie within real objects. Users said that, even though the registration of virtual content to the patient was correct, content was appearing “on top of, not within the patient”. More sophisticated visualization techniques, such as focus and context visualization (F+C) or ghosting exist to address this problem [34,35]. For example, Bichlmeier et al. [36] and Lerotic et al. [37] used F+C visualization for medical AR, which allows a non-restricted view of the target anatomy by concealing occluding anatomy, but integrating prominent features of the occluder with the virtual content for more intuitive perception. Hansen et al. [38] utilized illustrative rendering to create a sense of perspective in AR However, all these strategies were designed for video see-through displays, were real and virtual pixels can be manipulated. An implementation of such methods for an OST-HMD, were only the virtual content can be adjusted, is not straight forward and, unfortunately, research in this direction has stalled in the last years.

Another perceptual problem arises from the fact that current AR devices, such as the HoloLens, are not designed for supporting medical procedures. The HoloLens renders content on a fixed virtual display at an optical distance of around 2 metres away from the user, to which the user’s eyes adjust their focus (or, accommodate). It is therefore recommendable to place virtual objects at around this distance, e.g. Microsoft recommends an ideal zone of 1.25 to 5 metres [39]. However, this distance is not feasible for medical or surgical applications, where the patient is typically in arm’s reach of the patient, at distances between approximately 0.4 and 1.5 metres. Placing objects this near to the user leads to a convergence of the eyes to a distance different from the accommodation distance, resulting in a so-called vergence-accommodation conflict. This conflict can cause visual discomfort, fatigue or even decreased depth perception for the user [40]. In our study, this issue might not have been of great significance, since users only wore the device for a relatively short amount of time. However, for an application during an actual surgery, which might require the surgeon to wear the device for several hours, this will become a serious issue. Again, this issue cannot be resolved through software design alone, but requires specialized hardware solutions.

4.4. Limitations of the study

The pre-clinical nature of the presented study is one of it’s main limitations. All results were obtained in a laboratory setting, in ideal conditions and without interference which might occur in a clinical environment. However, preliminary clinical results of similar technology published in current literature demonstrate the clinical applicability of AR and the possibility of translation of this technology into clinical scenarios [41–44]. We focus our study on acceptance and usability by medical experts, a factor which is usually neglected by related investigations. Nonetheless, a future clinical study is needed to ensure a measurable clinical benefit of the proposed system to patients.

4.5. Future outlook

Currently, we focus our application on pre-surgical scenarios, such as pre-operative localization of target structures and immersive visualization of imaging data, which may aid physicians during planning a surgery. For usage during actual surgery, several issues have to be overcome.

Some of these issues can only be partly addressed by software design, instead, OST-HMD technology itself has to be further developed on a technical and hardware basis to overcome them. In example, the overall registration error of our pipeline does not satisfy the millimetre precision requirement of IGS procedures. Limitations inherent to the HoloLens headset, such as instabilities in the SLAM system and low quality depth data, have a large impact on this error. We expect that, with the availability of more capable mobile hardware, these issues can be overcome without too much difficulty. Concerning the visualization of virtual content, current OST AR displays do not have the capabilities to produce realistic depth cues for near-interaction medical applications or true X-ray visualization, which causes both incorrect depth perception and visual discomfort. Current OST-HMDs, such as the HoloLens, are unfortunately not designed for medical purposes and, therefore, many interesting clinical applications, such as IGS, cannot satisfactorily be addressed with them. AR devices specifically designed for the medical sector are, therefore, highly desirable.

Moreover, during a maxillofacial surgery, the head and parts of the face may be moved, the skin might be opened and other parts of the face covered with surgical drapes. For IGS, our surface-based registration could only be used for an initial image-to-patient registration. Either the patient then remains stationary, e.g. by fixing his head with a frame, or an additional tracking strategy, which is more robust to such perturbations, must be employed.

5. Conclusion

In this study, we investigated the utility and usability of an AR visualization system for pre-operative localization and visualization in OMS. We described a more simple surgical navigation approach using instant calibration, without the requirement of time-intensive, complex setups or markers. The AR application provides automatic registration of diagnostic imaging data to the patient’s face and several modes of clinical data visualization. The pre-clinical user study found that, overall, physicians attributed high usability and acceptance to our system, ratting it as easy to set up, learn and work with. The results indicate that AR improves the perception of medical data, and appropriate visualization aids the physicians in their decision-making process. As an upcoming project, we plan a series of clinical tests of our system with head and neck oncology patients, to further advance the translation of AR into clinical practice.
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