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Figure 1: Left: First prototype of the sensor cube labeled with its components. Middle, right: GIS data Visualization of buildings at the university using Unity.

ABSTRACT

In contrast to indoor tracking using computer vision, which has reached a good amount of maturity, outdoor tracking still suffers from comparably poor localization on a global scale. Smartphones and other commodity devices contain consumer-grade sensors for GPS, compass and inertial measurements, which are not accurate enough for augmented reality (AR) in most situations. This restricts what AR can offer to application areas such as surveying or building constructions. We present a self-contained localization device which connects wirelessly to any AR device, such as a smartphone or headset. The device gives centimeter-level accuracy and can be built out of commercial-off-the-shelf components for less than 500 EUR. We demonstrate the performance of the localization device using a variety of position and orientation sensing benchmarks.

Index Terms: Human-centered computing—Visualization—Visualization techniques—Treemaps; Human-centered computing—Visualization—Visualization design and evaluation methods

1 INTRODUCTION

Augmented Reality (AR) can now address a mass audience, since model-free tracking solutions like ARKit and ARCore are available on commodity smartphones, and games like Pokemon Go are played by millions of enthusiasts. AR can potentially benefit many industrial use cases, which profit from digital information being visualized at a task location. Such opportunities for increasing productivity and saving time and money are well received by industrial enterprises. Unfortunately, the adoption of AR in industry is slowed down by the fact that unmodified consumer devices often fail to deliver adequate performance in critical situations.

This is particularly problematic for applications in the area of logistics or construction. Even when visual-inertial tracking runs fine, it typically only delivers localization relative to an arbitrary reference point. Measurement of a reference point is required to establish a global coordinate system. Such a reference point is most easily established using GPS, but consumer-grade GPS often fails or is too inaccurate (error in the range tens of meters) to be useful.

The poor sensor quality is owed to the financial constraints of consumer products an not likely to change in the near future. Indeed, premium hardware, such as smartphones complying with the Google Tango specification, were unsuccessful in the marketplace. A similar constraint applies to headsets like the Microsoft Hololens, which delivers outstanding local tracking, but no global sensing at all.

In this paper, we report on the design and implementation of a sensor cube, a companion device intended to address the need for high-precision global localization. In a nutshell, the sensor cube combines a differential GPS receiver, an inertial measurement unit (IMU), an altimeter and a WiFi radio with a battery in a compact encasing. The IMU combines a 3D linear accelerometer, a 3D magnetometer, and a 3D gyroscope. The sensor cube streams its data over WiFi to a host computer and is otherwise fully self-contained. It can be easily attached to arbitrary hosts, such as on a headset or mobile phone, or worn on the body. Our device has a total weight of 40 grams and a net cost of less than 500 EUR for the parts. As we will show in this paper, it achieves very good localization and orientation estimation accuracy, compared to commercial mobile phone sensors.

2 RELATED WORK

Outdoor AR has many possible applications [16]; Shin et al. [3] discuss several promising directions in construction. They identify building information modeling (BIM), underground infrastructure visualization, outdoor architectural designs, and geographic information systems as potential AR use cases what benefit from more precise localization and tracking.

Hardware-based approaches One example of an AR system for outdoor architectural preview was given by Hakkarainen et al. [14], who create photorealistic visualisations of architectural plans and environment feedback by use of BIM models within a complete mobile setup. Schall et al. [11] show how to visualize underground infrastructures in-situ directly from a geographic information systems (GIS) on a handheld device.

Due to continuing progress in hard- and software, outdoor AR systems got better and handier year after year. A lot of systems were developed in the last 20 years with several approaches. The first outdoor AR systems appeared over 20 years ago [2], and much progress in tracking has been made since then. According to Bostanci et al. [5], the most important improvements concern simultaneous localization and mapping (SLAM) and computer vision. However, outdoor systems also rely on alternative high-precision sensors, in particular, GPS and IMU. A combination of these sensors with vision is very common.

Pioneering work on the Tinmith system was presented by Thomas et al. [17] and later expanded by Piekarski et al. [19], who developed a wearable application supporting the modeling of buildings and other large physical structures and the positioning and visualization of those objects in AR. The system setup consisted of a laptop, an Intersense IS-300 tracker for orientation sensing, a Garmin...
12XL DGPS receiver, a monocular display, a video camera, custom designed pinch gloves for controlling the system, a small display for debugging on the back and a battery for powering the system, mounted on a backpack. The accuracy of positioning is between 1 and 5 meters depending on conditions. King et al. [6] achieved even better accuracy with a newer version of the Garmin receiver in their system ARVino.

With improved hardware, Schall et al. [10, 12] developed a new handheld AR system relying on sensors for localization. Their system, SmartVidente, could register virtual objects in the real world with high geospatial accuracy. SmartVidente consists of a tablet PC, which is equipped with a camera, a 3DOF orientation sensor and a Novatel OEMV-2 L1/L2 real-time kinematic receiver for achieving an accuracy at centimeter level accuracy. The system also had a laser range finder embedded into setup to provide a 3D cursor for the system, allowing the user to select and move objects. Differential correction data is supplied by the EPOSA reference system, which enables a position accuracy better than 10 cm, while the orientation sensor provides an accuracy up to one degree.

Hybrid Approaches  Reitmayr et al. [7] presented a vision-centric approach, noting that GPS quality was not reliable enough due to shadowing from buildings in urban areas. Instead, their system used an edge-based tracker for accurate localization. For dealing with motion, they relied on an IMU. The setup achieved a really good accuracy in an optimal environment, with a deviation of 0.0979m in easting, 0.1463m in northing and 0.1577m in altitude. However, the problem with this setup is that magnetic field disturbances, for instance, from moving cars, can affect the accuracy. Moreover, their effort was considered very computationally intensive on the mobile hardware of 2006. For tackling this problem, they later extended their approach by using GPS data for (re-)initialization to recover from any failures of the vision component [8].

Ventura et al. [18] realized accurate localization for outdoor AR systems using SLAM, relying on computation instead of special sensors. This system did not need any specific hardware, but only an ordinary mobile device (Apple iPad Air in their experiments). SLAM alone does not provide a registration of the tracked pose with a global coordinate system. Therefore, initialization of SLAM and global registration was provided by using a city-scale detection method using large-scale matching of SIFT features on a cloud server. Arth et al. [2] improved this technique by initializing SLAM and global registration using facade outline matching based only on OpenStreetMap data, instead of feature databases that must be built after extensive 3D scanning.

Many approaches rely on hybrid tracking, in particular vision and IMU, for example, the work of Jiang et al. [1] which uses vision tracking and gyroscopes, or the system of Fong et al. [20], which combines GPS, orientation sensors and vision. While feature matching based on statistical classification is the main component of their system, the additional sensor serve initialization and re-initialization. The hybrid tracking approach of Karlekat et al. [13] use 3D models for improving tracking accuracy by edge and corner detection. The sensor pose is corrected by matching silhouettes of the 3D models using shape context descriptors. When tracking seems accurate enough, the system switches to vision tracking exclusively using an extended Kalman filter. Similarly, Artemciukas et al. [4] combine orientation sensors and Kalman filtering for robust orientation estimation. Today’s commercial solutions, such as Apple’s ARKit and Google’s ARCore, can be classified as visual-interial hybrid tracking solutions using a SLAM approach.

Since pretty good localization can be achieved with low-cost DGPS modules, and IMU kits are getting better and better, a setup for useful outdoor AR applications can be built cheaply. For global registration, pure vision approaches are not scalable enough, since they generally lack coverage of visual reference data. Vision has its role after a coarse, but good enough prior is delivered by non-visual sensing. Making this prior better than possible with built-in sensors of commodity devices was the main motivation for our work.

### 3 OUTDOOR LOCALIZATION PROTOTYPE

For developing a low budget outdoor tracking system, the first step was to find inexpensive, but good enough sensors. A series of prototypes was built, with increasingly better performance. After selecting individual hardware components, a first prototype of the sensor cube was built to be attached to mobile devices and used in outdoor AR applications.

#### 3.1 Hardware

The first iteration of the sensor cube consisted of a differential GPS receiver and an IMU with three-axis for magnetometer, accelerometer and gyroscope. The IMU can use sensor complementarity to compensate most of drift problem. Keeping the IMU away from the host computer already reduces magnetic interference which, otherwise, substantially affects the magnetometer’s yaw axis. Additionally, an Altimeter was integrated to compensate the GPS’s poor height positioning ability. These sensors are connected to a WiFi module which provides platform-independent streaming of positioning data to any kind of mobile device such as head-worn or handheld devices. The sensor cube can also be attached to objects, e.g., cars, to give them self-tracking ability.

On the top of Fig. 1, the sensors of the prototype are listed. Tab. 3.1 reveals the technical details of the setup. Our sensor cube including all sensors and a 3D-printed casing was built for less than €500. For comparison, a highly precise DGPS receiver, like the Novatel OEMv2 used in SmartVidente⁴, costs more than €10,000.

#### 3.2 Software

Our goal was to provide a C++ library with easy drag-and-drop integration into Unity3D, to ensure usability and cross-platform support. A flow chart of our software solution is depicted in Fig. 2. The individual components are described in the following.

---

with the associated camera trajectory using 2.5D maps and 6DoF TCP. After sending an HTTP request for correction data, the server position to the desired output format and providing the current device the NTRIP Client and the Yoctopuce interface, converting the NMEA optimization method aligning large scale SLAM reconstructions algorithm providing an accurate metric camera registration and an approach is not real-time ready on mobile devices yet.

Although, GIS and the NTRIP client are responsible for communication with an NTRIP server which provides GPS corrections. Requests with the current GPS position are sent to the server and responses with correction data are obtained.

Yoctopuce interface. Yoctopuce is a software interface for receiving data from the sensor cube over WiFi. Callbacks are triggered by the interface when sensor data arrives. Furthermore, correction data and GPS initialization are sent to the cube.

Manager. The manager is responsible for passing data between the NTRIP Client and the Yoctopuce interface, converting the current device orientation. It can also be useful for preprocessing correction data, postprocessing the NMEA Data, or user-defined computations.

WiFi Module. The WiFi module is a hub that wirelessly communicates the sensor readings from the cube. Its special-purpose design intended for Internet-of-Things infrastructure makes it very power efficient; in addition to out-of-the-box WiFi streaming ability, it has several convenient features. For instance, communication with the uBlox receiver is implemented via a Yoctopuce serial connection, and the WiFi module is able to parse NMEA from the receiver.

The communication with the NTRIP server relies on HTTP over TCP. After sending an HTTP request for correction data, the server starts streaming RTCM Messages. The correction data is passed in RTCM form to the WiFi module and forwarded to the GPS receiver. The receiver decodes RTCM and reports its measurements as NMEA strings. The WiFi module decodes these NMEA strings, combines them with orientation changes from the IMU and altitude changes reported by the altimeter, and forwards data only if changes occur.

3.3 Vision tracking extension

Since sensor tracking alone is still not robust and accurate enough for AR, it is desirable to combine vision tracking with the sensor cube. For the first implementation we wanted to stuck to the SLAM approach of Arth et al. [2], but driven by proprietary GIS data instead of OpenStreetMap, which was originally used. Liu et al. [15] implemented such a feature-based monocular SLAM system. Their approach proposes an instant initialization algorithm providing an accurate metric camera registration and an optimization method aligning large scale SLAM reconstructions with the associated camera trajectory using 2.5D maps and 6DoF tracking data. Their system was combined with our sensor cube and fed with GIS data dealing as 2.5D map input. Although, GIS data only provides 2D ground view of the buildings and their for the height was just guessed to provide 2.5D data, the system still improves accuracy and especially the robustness. However, the approach is not real-time ready on mobile devices yet.

4 Experiments

To show how accurate such a low-cost setup really is, all sensors were evaluated in several scenarios, representing a variety of conditions. Furthermore, the standalone sensor tracking was used in a simple GIS visualization application.

4.1 GPS Evaluation

We started by comparing the sensor in our cube to a conventional mobile GPS receiver. A walk through a park was tracked with the uBlox receiver on the sensor cube and an LG G5 smartphone for comparison. As shown in Figure 3, the smartphone drifts significantly and is more than five meters off most of the time, demonstrating that smartphone sensors are not very accurate.

To test the accuracy of the uBlox receiver, it is compared with a high-precision DGPS receiver, the Novatel OEMv2. For representing the results, GPS coordinates were converted into UTM. In the figures, $X$ refers to east and $Y$ refers to north. Both receivers were placed side by side with an approximate distance between antennas of about 2 cm. The reference GPS position was taken from the Novatel receiver. All accuracy measurements are calculated with respect to the final measurement of the Novatel receiver (the last measurement in the record).

For this test, a wooden platform with open sky view was chosen as location. Due to the absence of any obstacles and full view onto the hemisphere, the GPS positioning was tested under optimal conditions. The first row in Fig. 5 shows the first five minutes of the position estimation procedure, the second and third row represent time intervals from 5-10 and 10-15 minutes, respectively. The Novatel receiver already starts with an error smaller than one meter and achieves centimeter-level accuracy after about 15 seconds. The uBlox receiver starts with quite a large error of more than 2 meters overall, but reaches centimeter-level accuracy within the first minute. The deviation map of the first five minutes shows the position approximation of both devices, revealing that both receivers are performing reasonably well. The maximum error of the uBlox receiver is about 5 cm, with a slightly greater error in $Y$ dimension and a maximum error of 2 cm compared to the Novatel receiver. Also, the maximum resolution of 2 cm for the uBlox can be seen in Figures 5 (a), while the Novatel receiver has a resolution under one centimeter. However, the uBlox receiver can keep up with the Novatel receiver, as long as a constant accuracy of less than 2 cm is sufficient for a particular use case. This test exhibits the accurate positioning in best conditions, which is more than sufficient for initial positioning of hybrid tracking. This level of precision can be considered as high-precision positioning in open space environments for sensor-only tracking.

4.2 IMU Evaluation

Schall et al. [9] point out that orientation sensors can be extremely susceptible to magnetic disturbances. Especially the magnetic compass is vulnerable, which is a serious problem for accurate orientation estimation. Therefore, compass accuracy was tested. To provide an exact ground truth of the bearing values for the compass validation, the setup makes use of UTM (Universal Transverse Mercator) coordinate system, which has a north-directed $Y$ axis. Using precisely measured reference points (error < 2 cm), shown on the left of Fig. 4, and a setup to provide an exact alignment from one to another point, the validation can be done using traditional surveying. The alignment system consists of two tripods, one with a prism and one with the sensor cube combined with a laser range finder to align to the prism. This setup is shown on the right of Fig. 4.

The compass bearing was tracked once per second to check how accurate and precise the compass is. The first measurements were made from Point IF-15. The calculated ground truth angle and the compass measurements are shown in Tab. 2. The obtained error seems to be consistent and decreasing with higher distance between
Figure 4: Environment setup for the compass validation. Left: Map of all reference Points. Middle: Reflective prism on a tripod. Right: Laser range finder mounted on the sensor cube.

Figure 5: Positioning comparison of uBlox and Novatel receiver for the ideal operation test. First row: Minute 0-5, Second row: Minute 5-10, Third row: Minute 10-15.
the sensor cube’s size is reduced to approximately $5 \times 5 \text{ cm}$ by designing an integrated circuit board, which is already in progress and the first prototype is exhibit in figure 6. However, this first iteration of the circuit still has some construction errors, which have to be fixed. Nevertheless, this prototype already shows the compactness we wanted to go for. Another design challenge will be to find a suitable antenna of a minimum size while still providing reasonable GPS signals for highly accurate positioning. Finally, a calibration routine for registration of the the cube to a discrete camera would be of great practical value for applications.
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