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Fig. 9. Orientation changes during hologram inspection were considered
with the document held in hand (left) and with the document kept on
a table (right). This corresponds to tilting the document roughly in the
vertical and also in the horizontal direction. In the first case, users did
not move the document exactly in the vertical direction. This can also be
seen by the visualized Eigenvectors (red and blue lines).

Fig. 10. Alternative layout of reference views (orientation) for hologram
verification on movement paths. Reference views should be placed on
a vertical path, making the device face towards the user in case the
document is lying on a surface (dark-blue circles).

to fix the device in one hand and only tilted the document.
From the visualization of the corresponding Eigenvectors it
is evident that users did not move the document exactly in
the vertical direction, when holding it in their hand, but also
rotated it slightly.

Alternative View Selection With the insights gained in the
previous experiment, it seems reasonable that the layout of
reference views conforms with typical movements of users
when examining holograms. In order to allow the inspection
of a hologram regardless of whether the document is lying
on a desk or held in hand, reference views should be placed
in the lower vertical direction of the orientation space (see
Figure 10). Due to the observed movement along a path,
it also seems reasonable to use a sequence of patterns for
verification instead of single spots. In this case, more data
is available for matching, which could lead to more robust
decisions by the system.

In the following the alternative distribution of reference
views is evaluated in a user study regarding accuracy and
task completion time. In this case, more reference informa-
tion is used for matching, while still requiring only small
movements by the operator, resulting in low temporal effort
and high verification performance.

5 EXPERIMENTAL EVALUATION

We integrated SSIM for matching into the mobile prototype
for hologram verification and selected an alternative lay-
out of reference views for the samples used in the patch
matching experiment according to typical user behavior (see
Figure 1). This prototype was then used in a study with the
goal to evaluate the accuracy of decisions by the modified
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Fig. 11. Temporal effort (left) and accuracy of user decisions (right) with
the updated prototype. Holograms can be assessed by the system in
approx. 15 s with all decisions being correct. Users additionally need
approx. 20 s for assessment, being correct in 85.94% of all cases.

and re-parametrized system as well as the temporal effort
concerning image capture and decisions.

5.1 Study Design and Procedure

Participants were informed about the study purpose and
length, followed by a short investigation of demographic
data. Then, a training phase was started in order to make
the participant familiar with the checking procedure using a
fake and an original document. Afterward, four pairs of doc-
uments (original, substitute - see Figure 4) had to be checked
using the proposed approach. We rotated the sequence of
these documents with each participant. During this pro-
cess, relevant data such as timestamps for various actions,
matching scores and system/user decisions on validity were
recorded. After each hologram, the users were questioned
about their own decision on validity. We consider this a
realistic scenario in which the user remains responsible for
the final assessment, regardless of the tool being used. After
all runs, they were asked to rate the process as a whole and
to give comments regarding their experience. For reasons of
privacy, only specimen documents were used in our study.

Altogether, 24 users participated in the study (2 female,
age M = 29.54, SD = 5.54). All but one user reported to own a
smartphone for at least one year. In general, they described
their affinity to technology as high to very high. Half of the
participants reported to never have examined a hologram.

5.2 Findings and Discussion

Holograms can be assessed by the system immediately
after image capture, which takes approximately 15 seconds
(M=14.97, SD=8.59). A subsequent decision by the user takes
another 20 s (M = 20.07, SD = 15.17, see Figure 11). One-
way within subjects ANOVA revealed no significant effect
of hologram on capture time, but on decision time (F(7,184)
= 2.46, p = 0.0196). Multiple pairwise post-hoc comparisons
with Bonferroni correction for hologram revealed that the
decision time for hologram 1-o (M = 27, SD = 19.99) was
significantly different from hologram 1-f (M = 12.83, SD =
14.07). The system was able to assess the hologram correctly
in all cases. Users were unsure about the validity of the
hologram in 10.94% of all cases and succeeded to give a
correct decision in 85.94% of all cases (see Table 1 for details
on individual holograms).
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Hologram 1-o 1-f 2-o 2-f 3-o 3-f 4-o 4-f
Correct [%] 75.0 100.0 83.3 50.0 91.7 95.8 91.7 100.0
Neutral [%] 25.0 0.0 8.3 37.5 8.3 0.0 8.3 0.0
Wrong [%] 0.0 0.0 8.4 12.5 0.0 4.2 0.0 0.0

TABLE 1
User decisions for hologram inspection using originals and substitutes.

Three users pointed out that they enjoyed using the
application (e.g., ’liked it’, ’good to use’). Around half of the
users mentioned that it was not completely intuitive to use
the application (e.g., ’complicated’, ’needs practice’, ’steep
learning curve’). One user suggested to use textual hints or
a virtual example. Another user suggested to use the wire-
frame of a 3D object for alignment or to augment a half-
dome on top of the element. Two users mentioned issues
with deciding on the validity of a hologram (e.g., ’not clear,
when patches are different’, ’different colors are irritating’).

The modified selection of reference views leads to a
reasonable checking time of 15 s when using the system.
Due to the fact that three reference views were used instead
of two, this is an encouraging result, which confirms that
the actual selection is critical to the efficiency of the process.

While participants took another 20 s for coming up
with their own decisions based on visual inspection of the
recorded data, this is not relevant in our case, since the
system always decided correctly. The significant difference
in user decision time between Hologram 1-o and hologram
1-f (substitute) is very likely due to a larger visual difference
for this pair regarding the original and the substitute. The
lower accuracy achieved by the users (85.94%) gives room
for speculation that laypeople cannot intuitively assess the
evaluated holograms for themselves. Users in particular had
issues assessing hologram 2-f correctly, which is a rotated
version of the original element. They were also rather un-
sure about the validity of Hologram 1-o, where the patterns
are subject to a larger amount of color noise. Consequently, it
seems reasonable to not bother laypeople with the summary
of recorded images, except in ambiguous cases.

Several participants pointed out, that the interface was
complicated to use. This is due to the complexity of the
task, which requires simultaneous monitoring of several
parameters and rather fine-grained navigation. This could
be improved by using textual instructions or animations
throughout the process.

It must be noted that the aforementioned selection of
reference views, although natural for the user and benefi-
cial regarding efficiency, may not be possible for arbitrary
security elements. The reason is that the complete set of
reference patterns does not necessarily become visible when
recording with a flash-enabled mobile device and following
the suggested path for orientation change (i.e., tilting down-
wards). Consequently, there is a need for specially designed
security elements, which allow the aforementioned selection
of viewing directions. This can be considered a realistic
demand, since there are already elements on the market
which approximately feature this property.

6 CONCLUSION

Mobile AR systems running on off-the-shelf hardware can
serve as tools for the verification of holograms by laypeople.

However, previous approaches suffered from high temporal
effort and limited accuracy. In order to tackle these issues,
we conducted an experiment on matching hologram patches
in order to find a suitable similarity measure and mod-
ified the spatial distribution of reference views in order
to mimic the typical behavior of users observed during
document verification. The latter leads to a more user-
friendly parametrization, defining a constrained navigation
space within the original approach.

A subsequent user study using original and substitute
holograms turned out that hologram capture can be done
in approx. 15 s, where an automatic decision by the sys-
tem follows immediately. Consequently, the distribution of
reference views is critical for the efficiency of the process.
Contrary to decisions on validity made by the users, the
system proved to be correct in all cases. From the results
obtained in the original study and the evaluation of the im-
proved prototype, it is evident that security elements should
be designed with mobile verification by human operators in
mind. The results obtained suggest that this would allow
a very efficient check of security elements using off-the-
shelf mobile devices, while no major changes in the basic
production process are required.

Ideally, the type of device should be the same for cap-
turing reference information and on-line verification. Our
experiments revealed that for several devices, verification is
still possible under optimal office conditions. While further
invariance could be handled by using a machine-learning
based approach for the comparison of patches, a reasonably
large amount of training data is currently not available.
Consequently, it lies in the responsibility of the actual im-
plementation to detect the type of device and to retrieve the
corresponding data for optimal matching performance.
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