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ABSTRACT
Smartphones have attracted a lot of interest recently as
they are becoming more and more computationally power-
ful platforms for all kinds of tasks in mobile environments.
Due to the availability of high quality mobile phone cam-
eras, the use of these platforms even for critical applications
leveraging Computer Vision techniques is justified.
In this paper we present an application of Computer Vi-
sion techniques for instant and interactive medical pill de-
tection and recognition on mobile phones. Our approach is
designed to help trained or untrained personnel outside of
medical facilities to perform the task of identifying tablets
interactively with or without the help of online resources.
By describing our application in detail and giving results
on the recognition task we are proofing the plausibility of
our approach.
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1 Introduction

Medical pill recognition is a tough task for trained, as well
as for untrained personnel due to the large number of dif-
ferent medical compounds available and the huge variety
in color, shape and size. At the moment, several thousand
different medical pills are available worldwide (see the left
image in Figure 1 for a snapshot of pills used in our ex-
perimental setup). Unfortunately, there is no global stan-
dard concerning the properties of medical pills. Although
largely assumed, most medical tablets do not have their IDs
printed or embossed on their surface. Even if the ID infor-
mation was generally available, it would still be hard to
recognize the compound directly since the identifier would
most likely be a logo or an abbreviation. Furthermore, ex-
tracting textual information in embossed or printed form
from arbitrary surfaces is far from being a classical OCR
task. Thus, deploying a generally applicable method for
automatic extraction of this information is hardly possible.

From a practical point of view, searching for infor-
mation about medical compounds in catalogs and medical
books is tedious and can only be done if the adequate liter-
ature is available. However, in non-clinical environments
this is hardly the case, thus we have to rely on alterna-
tive methods to gather the information required. Internet

databases, together with powerful mobile phone hardware
can be used in solving this task in an efficient and user-
friendly manner.

One may ask why it is important to solve the task of
medical pill identification on a mobile device at all. There
are certain scenarios where having a mobile and interac-
tive pill recognition application available is advantageous
and, under special circumstances, can save lives. On the
one hand, one might consider the scenario of differentiating
medical tablets from custom drugs in police inspections,
which might influence the decision of releasing or arresting
somebody. On the other hand, for paramedics discovering
an unconscious person it is pivotal to acquire as much and
as precise information about the patient and his potential
drug abuse as fast as possible.

Figure 1. A subset of medical pills used in our experiments
is depicted on the left. Two smartphones used for our eval-
uation are depicted on the right, the Asus m530w (left) and
the Samsung Omnia Pro (right).

The main contribution of this work is the presentation
of a medical pill recognition application running on mod-
ern smartphone hardware. The application enables the user
to perform tablet recognition on site instantly and interac-
tively. Additionally, note that all the algorithms used in our
approach are not limited to the special object class treated.
Rather our methods are also applicable to a wider range of
tasks in other areas like entertainment or Augmented Re-
ality (AR), leveraging the same custom modifications for
mobile phones that allow them to perform near real-time.
Furthermore, compared to earlier evaluations of our system
(see [7] for details), we are employing a novel probabilis-
tic query strategy for candidate retrieval, which improves
results significantly.

In the following, we first give an overview of our
application in Section 2. Then we describe the individ-
ual methods involved and give details about the individual
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Figure 2. Our high-level application structure. The en-
tire application runs on a mobile phone, using it as image
acquisition device and for all Computer Vision processing
tasks. After querying an online or onboard database, the re-
sults are visualized to the user and can be further analyzed.

adaptations for our special application in Sections 3 and 4.
Experimental results are given in Section 5 and concluding
remarks are given in Section 6.

2 Application Overview

For the design of any application it is important to consider
as many factors involved as possible and condense a clear
list of features, requirements and preconditions. In our case
this methodology influenced the entire application design
as following.

As for any other Computer Vision (CV) based ap-
plication, the image acquisition conditions are critical and
might influence the robustness and overall usability of the
entire application. Thus, it is necessary to enforce as much
control over this process as possible and reasonable. Given
control over this factor, it is further important to keep the
entire computational process economical in terms of en-
ergy and overall time consumption. For an application this
means that the user should not get annoyed by waiting for
an actual result for a long time. This implicates that any
algorithms have to be tailored towards the actual platform
used. Note that the quality of the method still has to be
reasonable to fulfill the entire task as diligently as possible.
In our case we have to additionally consider the availabil-
ity of certain external resources required, such as network
connectivity, memory resources available onboard or main-
tainability. Finally, the presentation of the results has to be
in a straightforward and intuitive way, giving the user the
possibility to interact with the preliminary outcome of the
methods and, if necessary, refine it. For reasons of safety
the final decision on a medical matter is left to the user.
This means that the system can give useful assistance in the
process but is not meant to entirely replace human judge-
ment of the situation.

The overall system design was developed according
to these considerations and is depicted in Figure 2. All CV
tasks are solved right on the device to keep the application
as autonomous and responsive as possible. After image ac-
quisition, the medical pills are segmented and characteris-
tic features are extracted (see Sections 3 and 4 for details).
The user is provided with an initial result of the feature ex-

traction step, so that the temporary results can be verified.
If necessary, the preliminary results can be changed or ad-
ditional information, such as textual information, can be
added.

In our case we use the Identa database for identifica-
tion, which is a freely available online database for medi-
cal compounds [9]. Although intended for queries using a
web form, we were able to use it for prototyping through
some custom middleware. By using a publicly available
database, the tedious task of updating and maintaining all
the necessary information for pill recognition is offloaded
to the provider. However, it is still possible to acquire sta-
tistical data about the database content using a set of au-
tomated scripts. To make the application autonomous it is
also possible to include the database content on a mem-
ory expansion card. After querying the database, the final
recognition results are provided to the user in an interac-
tive manner. The user is able to browse through the re-
sults, which mainly consist of a sample image contained in
the database and a short summary of the manufacturer and
the product name. Additional information about the actual
chemical components and the medication can be provided
on demand as well.

3 Robust Tablet Segmentation

Considerations For medical pills, the main problem is
their high variability in any kind of feature used for identifi-
cation. Pills might expose a wide range of different shapes
and sizes. However, especially the fact that the coloring
can be arbitrary is a big issue, making a wide range of seg-
mentation approaches to fail for certain instances. This is
a clear indication that the acquisition conditions have to in-
corporate some mechanism to allow segmentation irrespec-
tive of the object color.

Prior to implementing our own method, we evaluated
a set of different popular algorithms for segmenting pills in
front of a uniform white background using publicly avail-
able implementations: Graph Cuts [6], MSER [14], Color
Canny Edge Detector [11] and Mean Shift [4]. For all algo-
rithms, the main problem is to deliver accurate boundaries
for the pill to be segmented. Especially for pills colored
similar to the background, segmentation results are quite
poor. A second criterion is the usability of the approaches
on mobile phone hardware. All algorithms took one or sev-
eral seconds to deliver a result on a standard desktop com-
puter when processing realistic examples. However, con-
sidering the computational resources available on modern
smartphones, the use of those algorithms is prohibitive.

In Figure 3 our actual solution for robust segmenta-
tion is depicted. By using a marker target with known
dimensions and a checkerboard background, almost arbi-
trarily colored and shaped tablets can be segmented. The
choice of a marker target seems to be prohibitive at first,
however, this technique has a considerable number of ad-
vantages. Firstly, markers can be detected efficiently and
robustly using well-known techniques from the field of AR



(see e.g. [10]). Secondly, the marker can encode its own
geometry. This means that we are able to acquire refer-
ence measurements from the real world, from which we
can infer the real dimensions of the tablets. Lastly, the tar-
get itself can be created in any kind of format, either as a
plastic credit-card sized item or as a simple printout. Thus,
the choice of such a target pays off immediately and only
slightly harms the application handiness.

Implementation For the target detection step, we used
an efficient software library for mobile phones called
Studierstube ES1. As outcome we know the exact loca-
tion of the target and the checkerboard area in the image.
By using a homography H we can theoretically undistort
the view of the marker (for more information refer to [8]).
However, an explicit undistortion step is not required. We
use H to define a region of interest and to limit the fo-
cus of the segmentation algorithm to a special area in the
image. The segmentation algorithm itself uses local adap-
tive thresholding based on integral images by Shafait et al.
[15] and a concatenation of morphological operations (see
Equation 1).

Mseg = (¬(MTh • SE1) ◦ SE2) • SE1 (1)

In Equation 1, MTh denotes the result of local adaptive
thresholding with a neighborhood size of (2 ·wh)+1. SE1

and SE2 denote structuring elements of length (2 · wh) +
1 and (2 · wh) + 3, respectively. The symbol ¬ is used
for mathematical inversion and the symbols ◦ and • denote
morphological opening and closing.

By using a method originating from Chang et al. [3],
we are able to extract the contours from the segmented ob-
ject in linear time, making up the final output from our de-
tection and segmentation stage.

4 Feature Extraction and Recognition

Although the use of natural feature based recognition ap-
proaches like SIFT [12] or SURF [2] is popular in wide
areas of object recognition, using these methods is not rea-
sonable for our application. Medical pills do not exhibit
enough texture, which negatively influences the number of
features found by the aforementioned algorithms. Thus, the
most dominant features for medical pill identification re-
main size, shape and color. More evolved features like im-
prints or transparency are hard to detect automatically, thus
we focused on the robust and instant estimation of these
features.

Size Estimation Since we got the reference measure-
ments from the marker target we can infer the size of the
object with high accuracy. A subset of pixels from the seg-
mented area is chosen as presented in the work of Wijew-
ickrema and Paplinski [18]. This subset is transformed by

1http://studierstube.icg.tu-graz.ac.at

Figure 4. Size estimation for a single medical pill. A subset
of pixels is sampled to serve as the basis for covariance
matrix calculation (depicted on the left). The silhouette-
based reconstruction of a single medical pill (depicted on
the right).

the homography H , followed by the determination of the
covariance matrix. The length and the width of a tablet are
defined along the major and minor axis of its projection,
given by the minima and maxima values. An illustration
of this technique is depicted on the left of Figure 4. The
size estimate is tolerant to rotation, translation, scale and a
certain degree of perspective distortion.

Accurate information about the size of a medical pill
might serve sufficient for identification. However, we are
also interested in getting a more complete representation of
the medical compound, if computationally feasible. Since
our segmentation algorithm runs in instant time and we rely
on onboard image processing, it is possible to acquire an
entire set of images from slightly different viewpoints. We
can also acquire information about the height of the tablet
on the marker target by using a silhouette-based reconstruc-
tion approach (see the work of Martin and Aggarwal [13]).
By combining the segmentation results over several view-
points using volumetric reconstruction it is possible to es-
timate a bounding volume of the tablet. Due to our spe-
cial setup, the minimum viewing angle is limited, however.
So, undesired roof-like structures may be introduced on the
upper part of the object. In order to refine those measure-
ments we performed a correction based on the assumption
that medical pills are convex symmetric objects. In the first
step we cut off the upper part of a pill based on an analysis
of the amount of valid voxels on each slice along the height
of the object. We got the final result after considering a
precomputed systematic measurement error.

On the right of Figure 4 an illustration generated from
exemplary volume data is shown, which is obtained from
this approach (visualized in Meshlab2 for simplicity). Note
that triangulation is not necessary, rather the resulting point
cloud can be used to estimate the height of the medical
compound. While not mandatory for our application, it al-
lows us nevertheless to add a third dimension to our size
estimation and to gain additional information about the ob-
ject shape.

2http://meshlab.sourceforge.net/



Figure 3. Medical pills on a marker target. The checkerboard background allows a robust segmentation of the individual tablets.
The outline of the segmented object is marked, as well as the major and minor axis.

Figure 5. The color clustering in the RGB cube given our
lookup table is depicted on the left, a sample per-pixel clas-
sification result is shown on the right.

Color Estimation Many CV algorithms rely on
grayscale imagery. However, for our application the
use of color is essential to achieve robust medical pill
identification. Since we have a non-stationary setup, the
methods used must be able to cope with varying lighting
conditions and should deliver results being as close as
possible to human perception. The use of mobile phone
cameras further complicates the situation, since exposure
control or white-balance control is hardly provided through
programmatical interfaces.

We performed a local white balance algorithm based
on the work of Süsstrunk et al. [16] to reduce the influ-
ence of varying lighting conditions. The white border of
the marker is used to sample reference measurements and
to estimate a correction for each individual pixel in our
segmented region. Since the use of a very elaborate color
classification algorithm is prohibitive due to computational
and memory demands, we were using a sRGB lookup ta-
ble covering the range of possible tablet colors. As there is
no global standardization concerning the color of medical
pills, we grouped several visually similar hues made of dis-
crete color values into classes by analyzing the contents of
the Identa [9] database as well as other samples.

The lookup table is then built using all available hues
and determining the output color for each entry by evaluat-
ing the ∆ECIE00 color distance metric in CIE LAB space
as advised in the work of Vik [17]. In doing so we are able

Figure 6. PGH computation from all possible line pairs.
After accumulation in a single histogram, the shape de-
scriptor is formed by lining up the columns or rows of the
2D histogram.

to generate a histogram of assigned colors and analyze this
histogram to get an estimate of the tablet colors3. The par-
titioning of the color cube according to our lookup table, as
well as a sample classification result, is depicted in Figure
5.

Shape Estimation In general, medical pills may have an
arbitrary shape. Through an analysis of samples as well
as the Identa [9] database, however, we were able to distin-
guish 4 major shape classes (circular, oblong, oval, special)
for medical pills.

Since the segmentation stage provides a boundary of
the segmented tablet, we can use an algorithm for estimat-
ing the object shape considering the same key aspects as
for size estimation: invariance to translation, rotation, scale
and some degree of perspective distortion.

In order to achieve this goal, a modified version of the
Pairwise Geometric Histogram by Evans et al. [5] is used.

3Note that we are able to distinguish uni- from bi-colored tablets by
analyzing the modes in the histogram.



As illustrated in Figure 6, all pairs of line segments are
considered and their relative orientation and perpendicular
distance is recorded into a common 2D histogram, which
forms a descriptor for the shape of the object. The dimen-
sionality of the histogram has to be chosen accordingly.

For forming the PGH, the boundary has to be approx-
imated by line segments, which in our case can be done
efficiently by using all contour points which span the con-
vex hull. For non-convex objects an efficient approach (so-
called Critical Point Detector) by Zhu et al. [19] can be
used. The boundary is thus approximated by a polygonal
representation.

The original form of the PGH descriptor is not
scale invariant. However, limited scale-invariance can be
achieved by limiting the maximum expected distance in
the PGH descriptor to twice the maximum distance of the
boundary from the tablet centroid. The histogram bins are
then scaled accordingly, so that all descriptors have a com-
mon dimensionality. The Euclidean distance can then be
used to compare two histograms and calculate a matching
value.

5 Prototype Evaluation

Basically, our application is able to run on any modern
smartphone. However, our prototype was mainly tested on
two different modern smartphones, an Asus m530w and a
Samsung Omnia Pro. In Figure 7 the screen of the latter
smartphone is depicted, running the pill recognition task
and querying the Identa online database [9]. A big problem
with mobile phone cameras is the lack of control of white-
balance, auto-exposure or auto-focus. Although consider-
able advances have been made in this area recently (see the
work of Adams et al. [1]), methods to control these param-
eters have not widely found their way into customer hard-
ware, yet. Thus, we chose two devices where at least an
auto-focus function was available.

Database We evaluated our system with images of
640x480 pixels using a manually annotated set of 95 pills,
capsules and tablets, and a total of 225 images (also in-
cluding multiple views of the same pill for height estima-
tion). This set is a subset of the Identa database and is used
solely for testing purposes. All objects used for tuning and
estimating correction factors were calculated from a sepa-
rate set of several hundred medical pills retrieved through
a pharmacy.

We used 192 discrete hues for the definition of 13 vi-
sually similar color classes in the construction of the sRGB
lookup table. Through an additional evaluation procedure
the best performing spacing in each direction was found to
be 7 units in each direction of the color cube.

Through extraction of undistorted contours and man-
ual annotation of representative samples, we collected
training data for shape estimation. In total, 27 contours,
each corresponding to one of 4 different shape classes are

used in the final set. Their pairwise geometric histogram
(PGH) representation was stored and used as reference data
for nearest neighbor classification. In the following experi-
ments 16 angle bins and 16 distance bins were used for the
PGH.

Size Estimation and Correction By evaluating our
method on a set of training examples, we can form an es-
timate of systematic errors occurring during size measure-
ments. As already described in Section 4, the size of the
checkerboard pattern used for segmentation has a direct in-
fluence on these errors. Due to the inaccuracies in the seg-
mentation procedure, the estimate of the individual dimen-
sions tend to be too high. In Table 1 we list the mean errors
and the corresponding standard deviation with and without
correction. The systematic error is in the range of about
0.75 times the width/length of the checkerboard pattern for
the height estimation and around 0.3 times the width/length
of the checkerboard pattern for width and length estima-
tion. All values are given in millimeters [mm].

without correction with correction
mean err. std. dev. mean err. std. dev.

length 0.722 0.409 0.365 0.311
width 0.525 0.299 0.285 0.268
height 1.100 0.810 0.263 0.263

Table 1. Mean error and standard deviation for the size
estimation results without and with correction of the sys-
tematic errors. The mean errors drop significantly as the
systematic error is removed. All measurement values are
given in millimeters [mm].

Probabilistic Database Query Compared to our former
evaluation (Hartl et al. [7]), we now use a probabilistic
query strategy, combining the individual feature estimates
in a probabilistic framework. However, since the online
database is not capable of processing such information, we
decided to use our manually annotated database instead.
Note that capital letters denote lists of values, while lower
case letters describe single values.

We first extracted the features of an unknown pill as
described in Section 4 including length l and width w.
Although a volumetric reconstruction can be a valuable
source of information, some tests showed that the obtained
height values improved the recognition rates on medical
pills only marginally. It is very likely that segmentation ac-
curacy is the limiting factor in this case. In favor of keeping
the application accessible for untrained personnel, object
height h is not used in the remaining experiments.

Instead of a discrete classification result we now as-
sign probabilities for each known shape class s and color
class c. We store in a list Pshape the probability for each
shape class after Equation 2, where ds is the minimum Eu-



Figure 7. Snapshots from our application running on the Samsung Omnia Pro using the Identa [9] online database. The user
is provided with the initial results of the segmentation and feature extraction step (left image). Additional information can be
added, as well as erroneous results from the feature estimation stage can be corrected (middle image). Finally, the information
about the actual pill is retrieved from the Identa online database and presented to the user (right image).

clidean distance to class s as represented by their PGH vec-
tors and dmax is the maximum distance.

Pshape(s) = 1− ds
dmax

(2)

For getting the object color, we analyzed the class his-
togram h of colors within the region to obtain a probability
for each color class c and put it into a list Pcolor (see Equa-
tion 3).

Pcolor(c) =
hc∑
h

(3)

Then we sort the current database content according to the
minimum sum of magnitude deviations in l and w, giving
a new list Llws, keeping the sorted list of distances Dlws.
We may then calculate a list of probabilities Psize, where
each entry is computed after Equation 4.

Psize(i) = 1− Dlws(i)

max(Dlws(i))
(4)

For each entry in Llws we take its shape- and color-class
and use this to select the matching probabilities pshape
from Pshape and pcolor from Pcolor. Under the assumption
of independent object properties for size, shape and color,
we arrived at the final list Psize,shape,color of probabilities,
whose entries are obtained by computing Equation 5 and
sorting the results in descending order.

Psize,shape,color(i) = Psize(i) ∗ pshape ∗ pcolor (5)

The list of candidates can then be directly obtained from
the corresponding list of indices Lsize,shape,color.

We chose several combinations to test the influence
of different features on the recognition performance. The
results of this evaluation are shown in Figure 8.

As expected, using a combination of all estimates
gives the best result. In our tests, for any candidate consid-
ered, the probability that the correct identification is within
the top three candidates retrieved is already > 90%. Since
we cannot get hold of the online database content directly

Figure 8. Recognition result for several combinations of
features. Note that we counted an identification as correct if
it appeared among the first N candidates from the database.

or modify the query interface in any way, we left a tight
integration of the online database into our system as open
issue. However, for a simple AND concatenation of the
individual feature estimates in an online query, the results
from the online database are reasonable but significantly
inferior.

Runtime Estimation In order to demonstrate the effec-
tiveness of our computer vision methods, we were record-
ing timings for several runs of our application on the Sam-
sung Omnia Pro smartphone.

In Figure 9 the time spent in the individual steps of
our system is visualized given two different image resolu-
tions. The time spent for object segmentation clearly dom-
inates. Although the amount of data to be processed in the
case of 640x480 pixel images is only four times as high
as for 320x240 pixel images, the algorithm takes signifi-
cantly longer to perform on 640x480 pixel images. A rea-



Figure 9. Runtime estimate for our system using two dif-
ferent image resolutions. On the left, the results for running
the individual CV tasks is given. On the right, a comparison
of the time spent for the CV-based parts of our application
is compared to the overall time for performing a simple
query on the Internet database over a WiFi connection.

son for this might be a bottleneck in the memory and cache
management on the device due to the considerably higher
amount of data to handle. By contrast, the feature estima-
tion routines only take several milliseconds, giving a total
of 200 milliseconds to 1.2 seconds for the entire CV task.

For the sake of completeness, in Figure 9 also the tim-
ing results for querying the online database is given and
compared to the time spent in the CV-driven part of our ap-
plication. We query and retrieve only textual data from the
database over a standard WiFi connection in the order of
several kilobytes. The latency of the system is compelling,
so that the use of a locally cached database on the device is
advisable. As a consequence, the time of database querying
would become negligible.

Discussion Several parameters influence the perfor-
mance of our system in terms of runtime and accuracy.
With a decreasing size of the checkerboard pattern, the seg-
mentation algorithm becomes slower. This results in an
increased overall runtime, the size estimation accuracy be-
comes significantly better, however. For the estimation of
the height of the medical pill, a set of images has to be ac-
quired. The accuracy of the height estimate increases with
the number of images and the number of consecutive carv-
ing steps respectively.

Using a local copy of the database right on the device
reduces the latency for querying significantly. However,
since the database content may change several times a year,
for a practical application of our system, an appropriate up-
date strategy would be necessary.

6 Summary

In this paper we presented our work on an application for
instant medical pill recognition on mobile phones. By us-
ing a marker target and Computer Vision methods for ro-

bust segmentation and feature extraction, we are acquiring
contact-free 3D measurements about the tablets geometry
instantaneously without the need for additional equipment
like calipers. In our experimental evaluation we showed
that our methods are able to estimate the size of the object
with high accuracy. By additionally estimating the color
and the shape of the tablet we can query existing database
resources for accurate identification of the medical com-
pound. This information is presented to the user in an in-
teractive manner with various levels of details.

The major number of methods employed in this ap-
plication is not limited to a special object category. In prin-
ciple, our application can also be used to segment and clas-
sify items within other object categories that meet roughly
the same size dimensions as medical pills. This allows us to
further develop our algorithms also into other areas, such as
media entertainment or Augmented Reality, in the future.
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