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Fig. 1: The blue user in the large room (A/C) is able to access the entire space in the Union room layout during collaboration and can
use different kinds of physical tools and information artifacts (desk, cupboard, door, whiteboard) without disappearing from the view of
the orange user, who is in the small room (B/E). The smaller room is virtually extended to allow collaboration not only in the intersection
area (shaded green in D, F), but also in the extended area (shaded red in D, F). To communicate spatial limitations in the generated
scenes (A, B), we (a) highlight the mutual space, (b) show semi-transparent walls, (c) synthetic floors, ceilings, and walls, and (d) virtual
furniture.

Abstract—In mixed reality (MR) telepresence applications, the differences between participants’ physical environments can interfere
with effective collaboration. For asymmetric tasks, users might need to access different resources (information, objects, tools) distributed
throughout their room. Existing intersection methods do not support such interactions, because a large portion of the telepresence
participants’ rooms become inaccessible, along with the relevant task resources. We propose MRUnion, a Mixed Reality Telepresence
pipeline for asymmetric task-aware 3D mutual scene generation. The key concept of our approach is to enable a user in an asymmetric
telecollaboration scenario to access the entire room, while still being able to communicate with remote users in a shared space. For
this purpose, we introduce a novel mutual room layout called Union. We evaluated 882 space combinations quantitatively involving two,
three, and four combined remote spaces and compared it to a conventional Intersect room layout. The results show that our method
outperforms existing intersection methods and enables a significant increase in space and accessibility to resources within the shared
space. In an exploratory user study (N=24), we investigated the applicability of the synthetic mutual scene in both MR and VR setups,
where users collaborated on an asymmetric remote assembly task. The study results showed that our method achieved comparable
results to the intersect method but requires further investigation in terms of social presence, safety and support of collaboration. From
this study, we derived design implications for synthetic mutual spaces.

Index Terms—mixed reality, mutual space, telepresence.

1 INTRODUCTION

Traditional 2D screen-based conferencing systems restrict interactions
to a flat representation, limiting the immersive experience. As aug-
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mented reality (AR), virtual reality (VR), and mixed reality (MR)
technologies advance, we observe an increasing demand to have shared
virtual spaces where remote users can interact as naturally as if they
were copresent [36]. These MR telepresence systems improve hu-
man and social interactions by enabling a sense of co-presence among
remote users [48, 60].

However, in most telepresence scenarios, we face dissimilar spaces
that differ in size and interior arrangements. Therefore, when insuf-
ficient spatial correspondences between local surroundings are estab-
lished, only a fraction of a participant’s room is accessible to the telep-
resence application, and collaborative interaction with physical objects
in the non-shared areas is unavailable. In asymmetric collaboration



tasks, where users require different information artifacts and tools,
limited sharing of space may adversely affect the collaborative task.

Furthermore, the lack of spatial correspondences between remotely
shared spaces can lead to implausible behavior, potentially resulting
in remote avatars colliding with physical objects, facing line-of-sight
problems, or disappearing [1]. These issues can disrupt users’ sense
of co-presence [56]. Recent work on mutual space generation for
remote users considers each user’s physical surroundings and con-
straints [24,25,28,31]. However, all of these works focus on functional
subareas for collaboration and do not allow access to the full room
during collaboration.

We present MRUnion (Fig. 1), a novel method for asymmetric task-
aware mutual scene generation. MRUnion enables users to collaborate
within a synthetic mutual space, taking into account users’ spatial
constraints, while also visually communicating these constraints to the
other users. Our method allows users to access all physical space for
collaboration.

Our quantitative evaluation showed that our method succeeded in
providing more space for collaboration and increasing access to re-
sources distributed in the room for the collaborative task. In a user
study, we evaluated our approach in an asymmetric collaboration task,
both in MR and VR. The study demonstrates that our method represents
an effective alternative to conventional methods. However, under the
current study design, users favored the Intersect layout specifically
in the metrics of social presence, safety and support of collaboration,
suggesting the need for further investigation of these aspects in future
studies. In addition, we introduce a novel visualization to better com-
municate the spatial limitations of remote users. Our results indicate
that these concepts are helpful for collaboration. The contributions of
this paper are as follows:

1) A method for 3D mutual scene generation in mixed reality telep-
resence, including layout generation, virtual furniture generation,
and visualization of spatial limitations

2) A taxonomy of mutual space visualization in dissimilar spaces
for telepresence scenarios

3) A quantitative evaluation on 882 scene combinations highlighting
the effectiveness of our method in providing more space and
access to resources in highly dissimilar spaces

4) A user study of MRUnion across two distinct mutual scene layouts
for users of MR and VR, confirming that our method supports
collaborative telepresence scenarios

2 RELATED WORK

2.1 Asymmetric telecollaboration in MR

Various studies have explored symmetric and asymmetric telecollab-
oration systems [8, 44]. A key difference here is that users of asym-
metric telecollaboration systems take on different roles in different
locations, characterized by distinct responsibilities, levels of authority,
and access to information. Asymmetric telecollaboration has been
utilized in various fields, including multi-user asymmetric collabora-
tion [65, 66], remote assistance [10, 12, 15, 35, 38, 52] and teleconsul-
tation in medicine [14, 43, 49, 63, 64]. Previous work has investigated
the use of mobile devices for asymmetric telecollaboration [35], in
which visual instructions can be annotated on a target object. Other
work uses live 360° video for remote collaboration which allows the
remote user to observe the task space of the local user [33, 42, 50, 65].
However, these systems restrict the remote user’s movement to the 360°
camera’s view and limit interaction with physical objects, relying on
the local user for engagement in the real environment. Additionally,
the remote user operates in VR, disconnecting them from their physical
space, which may limit access to tools or information needed to assist
the local user effectively. Johnson et al. [20] integrated a live 3D view
of the local user’s task space with a static 3D reconstruction of the
remote expert’s user space. However, in room-scale tasks involving
dissimilar spaces, experts may lose track of users when the local user’s
task space exceeds the bounds of the remote user’s space. This issue
becomes even more relevant when incorporating 3D avatar represen-
tations within the collaboration space, as demonstrated in recent work

on remote telecollaboration to enhance co-presence and workspace
awareness [9, 65, 66]. However, in such work, it is assumed that the
required tools and information are close at hand and that the remote
user does not need to access resources beyond the collaboration space
in their physical environment. This assumption often arises from simpli-
fying the system, neglecting the possibility of the avatar disappearing,
which can break immersion. [1, 56]. Therefore, none of these works
have investigated how dissimilar spaces can affect asymmetric remote
collaboration tasks and how a shared space should be created to enable
asymmetric telecollaboration in dissimilar spaces without disrupting
the immersive experience. Addressing this challenge is the focus of our
work.

2.2 Mutual space generation in telepresence
Prior work on mutual spatial alignment is based on finding the inter-
section area of dissimilar spaces [24, 25, 34]. However, in MR, this
method limits the total interaction area to the intersection space of the
input spaces. Other methods rely on redirected walking (RDW) for
mutual space generation [26, 27, 29, 30]. Kim et al. [29] employ this
method using relative translation gains to stretch the space along the
x-axis and y-axis to obtain a larger mutual walkable space of the input
rooms. However, their approach is limited to only walkable spaces,
and thus fails to enable interaction with physical objects. Keshavarzi
et al. [25] introduce a method for the generation of a synthetic mutual
scene, including walkable, sittable, and workable spaces. This system
is designed specifically for VR experiences. Although virtual objects
are aligned with physical objects, the generated scenes cannot be used
directly in MR environments, because only a fully virtual scene is cre-
ated. Kim et al. [31] generated a shared virtual space using affordance
graphs to consider the relationships between objects and cluster them,
allowing interaction with multiple objects in the shared space. Other
work [16, 17, 19] has used object-centric alignment (e.g., with tables or
whiteboards) for spatial alignment of rooms. More recent work [28] has
focused on collaborative, interactable subspaces to enable interaction
within a shared target area. The resulting shared space allows interac-
tion beyond the target object, but is still restricted to the intersection
area of the aligned spaces.

All of the methods mentioned above allow for the creation of mutual
spaces, but a key limitation arises when aligning a large space with
a small one. In this scenario, a significant portion of the large space
becomes inaccessible for collaboration due to the restrictions of the
smaller space, leading to narrow collaborative areas and limited access
to tools and information distributed within the physical room. In our
work, we address this limitation by generating a shared mutual space
that allows interaction even in the inaccessible parts of the room.

2.3 Overcoming space restrictions in telepresence
Besides mutual space generation, there is also a need to access areas
beyond the collaborative subspace in order to utilize more space from
the user’s own physical environment. Previous work has investigated
avatar retargeting [6, 58, 61, 62] and motion adaptation [53] to grant
users full access to the entire space during a telepresence scenario.
Yoon et al. [62] proposed a learning-based approach to avatar retarget-
ing, enabling collaboration across the entire space in a telepresence
scenario. This method places the avatar in a new position that best
preserves the semantics, including interaction, pose, and functional
aspects. Even when users can access the entire space, the delay in
transition when the avatar is repositioned remains a primary drawback,
since it can be disruptive in remote collaboration. Wang et al. [53]
addressed this limitation by reducing the transition delay and allow-
ing a smooth transition between consecutive motions of the remote
user. However, their work focused on scenarios that involve lengthy
transitions between two user positions, which interfere with the goal
of dynamic collaboration. Other works used RDW to overcome space
restrictions [26,30,41,54]. However, a key limitation of RDW methods
is the lack of interaction with physical objects in the environment as a
result of the distortion of the virtual and physical space.

To transcend the limitations of physical spaces in telepresence ex-
periences, it is feasible to employ virtual extensions in MR. Recent



studies, such as those of Kim et al. [32], have explored the impact
of various room distortion effects on user perspectives, including the
use of elongation distortion to virtually extend spaces. This approach
not only enhances the sense of spatial freedom, but also opens up new
possibilities for remote collaboration and interaction, allowing users to
interact within a seemingly larger virtual environment while remain-
ing within their actual physical confines. We expand on this idea by
sharing physically inaccessible portions of the remote space. Although
these portions cannot be actively roamed, they can at least be visually
monitored.

3 METHODOLOGY

In this section, we propose a pipeline for 3D mutual scene genera-
tion for asymmetric tasks that require full-room access and present
a taxonomy of mutual space visualization in dissimilar spaces. Fig.
2 provides an overview of the MRUnion pipeline. Given the collec-
tion of input rooms of the telepresence participants, we generate an
asymmetry-aware mutual scene. To achieve this, we 1) extract semantic
information from the scenes, 2) apply context-aware spatial matching to
initialize the collaborative area, 3) generate an asymmetry-aware room
layout that allows participants to fully utilize their space within the
collaborative task, and 4) generate asymmetry-aware virtual furniture
to communicate spatial limitations among participants.

3.1 Semantic extraction
The rooms of each telepresence participant are subsequently provided to
the system as a collection of semantically labeled bounding boxes along
with their room layout (floor, walls, and ceiling) as highlighted in Fig.
2. These are obtained through surface reconstruction [21, 22], semantic
segmentation [5, 39, 40, 51], object bounding box estimation [2] and
room layout estimation [3]. In this work, we focus on rooms with
four walls (E1 - E4, Fig. 2). The bounding boxes are categorized into
functional categories such as non-contact space (red in Fig. 2a), and
asymmetric task space (yellow and green in Fig. 2a). The detected
floor is classified as walkable space, consisting of a collision-free space,
in which the user can walk freely. Non-contact, and asymmetric task
spaces are connected to 3D objects in a scene. Hence, all objects
in the scene that can be potential sources of information and tools
are considered asymmetric task space. All other objects that do not
belong to these categories are classified as non-contact space. We
further divide asymmetric task space into two subgroups: asymmetric
workable space and asymmetric resource space. Asymmetric workable
space includes desks, tables, and similar items, while asymmetric
resource space describes all other objects, information, and tools that
are potentially required for the asymmetric task.

3.2 Context-aware spatial matching
In this work, we focus on two collaboration categories, namely floor-
and table-centric collaboration. We calculate the corresponding maxi-
mum mutual function by considering both the mutual walkable space,
and mutual workable space. For spatial matching, we adapt a previ-
ously utilized method to align spaces by calculating optimal mutual
functional areas, aiming to find a transformation that maximizes the
intersection of spaces [23, 25, 34]. As we work with an axis-aligned
mesh and use axis-aligned bounding boxes, we can use a simplified
optimization approach that focuses on translation within the floor plane,
while allowing only right-angle rotations. We select the variant that
yields the largest intersection space between the input rooms. We use a
weighted sum of mutual walkable space and mutual workable space for
our objective. Fig. 2, b) illustrates the spatial match between the input
rooms and highlights the resulting spatial alignment and mutual space.

3.3 Asymmetry-aware room layout generation
Based on the spatial alignment in the previous step, the room layout
is generated in this step. The intersection of the two scenes would
restrict the user in the larger space to the brownish-shaded area (Fig.
2c), as they would disappear behind the walls for the user in the smaller
space when moving or interacting in the red-shaded area (Fig. 2c).
Therefore, non-intersecting areas of the rooms are virtually extended

for users in smaller rooms by removing walls inside the Union space
and keeping those that are part of the union boundary. This allows
free movement within non-overlapping areas for the user in the larger
room while staying within their physical confines. We refer to this
as the asymmetric interaction area, highlighted in light blue in Fig.
2c. Additionally, this approach enables each user to visually observe
the movements of the other participant, even in areas that cannot be
physically accessed. Users can fully utilize their own space during
collaboration, except in non-contact space areas. We refer to this as
the Union layout, which combines all scenes into a single space. This
concept is illustrated in Fig. 2, c).

3.4 Asymmetry-aware virtual furniture generation
Based on the generated room layout, virtual furniture is asymmetrically
placed in the scenes to communicate the users’ spatial limitations. As
highlighted in Fig. 2, d) we display only the virtual furniture from
the remote space because a physical object is already present in the
local room, making overlaying it with virtual furniture unnecessary.
Fig. 2, d) shows objects from the large space (L1-11) that are virtually
displayed in the small space, referred to as V1-11, and vice versa. Our
method removes virtual furniture from the scene when it overlaps with
physical objects beyond a certain threshold. Physical contact objects
that collide with non-contact objects are categorized as non-contact
objects. Virtual furniture highlighted in red (Fig. 2d) corresponds to
objects that could cause virtual collisions, while the virtual objects
highlighted in orange (Fig. 2d) are inaccessible to the user in the small
space and serve only to indicate the spatial limitations of the user in the
large space. Once all bounding boxes are generated and categorized,
we retrieve the most similar mesh model from 3D-FUTURE [11] based
on the dimensions of the bounding box and the class category label,
utilizing Euclidean distance as a measurement.

3.5 Visualization of spatial limitations
Mutual space In the application, we have visually distinguished

the mutual space to enhance user awareness and understanding of
the shared environment. The mutual walkable space (Fig. 3a) is
visually represented in blue as a flat floor surface, providing a clear
indication of the areas where both users can freely move and collaborate.
Additionally, for areas designated as mutual workable space, we employ
bounding boxes which are colored in light green to highlight these
regions.

Semi-transparent walls We highlight inaccessible areas, using
semi-transparent walls to enhance spatial awareness (Fig. 3b). The
virtual walls are intended to signal to the user the physical boundaries
in the respective physical environment. This approach is useful in
situations where the placement of virtual furniture might limit another
user’s movement within their own space. By using virtual walls that
appear only for users who are facing physical constraints, we provide a
flexible solution that maintains the open navigability of the environment
for remote users.

Synthetic floors, ceilings, and walls We added a synthetic floor,
ceiling and walls to the shared scene to expand the space for the orange
user in the smaller room (Fig. 3c). This decoration indicates to the user
in the smaller room the spatial limitations of the combined space.

Virtual furniture We show virtual furniture that serves as an in-
tuitive visual cue, indicating to users that the space is occupied by a
physical object in one of the remote spaces and should be avoided, thus
preventing any potential virtual collision (Fig. 3d). Additionally, we
add virtual furniture, which is outside the physical boundaries for the
user of the small space, but provides an intuition of the spatial limita-
tions of the user in the large space. We have chosen virtual furniture as
a visual cue because it allows seamless integration into a user’s physical
environment along the physical furniture in the room.

4 EXPERIMENTAL PROTOTYPE

The scenes generated by the MRUnion pipeline were integrated into an
experimental prototype, enabling their application in MR telepresence
scenarios.



Fig. 2: Scene generation for a floor- and table-centric collaboration (mutual walkable space + mutual workable space): a) Objects and layout are
semantically extracted from the input rooms, b) context-aware spatial matching to obtain initial alignment and mutual space, c) room layout is
generated to virtually extend space in the smaller room, allowing asymmetric interaction in the blue-shaded area for the user in the large space,
d) virtual furniture is generated to communicate spatial limitations between users (In orange and red is the virtual furniture highlighted in the
corresponding room: the left shows the large space with L1-11 selected physical objects and V1-2 virtual objects from the small space, while the
middle shows the small space with S1-2 selected physical objects and V1-11 virtual objects from the large space).

4.1 System design

The synthetic mutual scene that is calculated by the MRUnion pipeline
serves as input for the experimental prototype. We implemented our
prototype using the Unity game engine1. We used Photon2 Fusion
for multiplayer capabilities and Photon Voice to provide real-time
audio communication between players. For development, we used the
Meta XR Core Software Development Kit (SDK), Meta XR Interaction
SDK, and the Meta Avatars SDK to visualize 3D avatars3. In our
experiments, a Meta Quest 3 head-mounted display (HMD) was used,
and we deployed and ran the application directly on the device without
any connection to an external computer. For the experiments with MR,
we used the pass-through mode of the Meta Quest HMD. Upon first use,
each user is required to generate a scene model of their room using the
HMD, followed by a calibration step to align the precomputed mutual
scene with the user’s actual environment.

4.2 Scene representation

The method for obtaining a scene representation of the rooms of our labs
follows the procedure presented by Yeshwanth et al. [59]. The scans
from our rooms are generated using a Faro Focus Premium laser scanner.
Poisson surface reconstruction is applied on measured point clouds
[21, 22] to obtain a mesh surface representation, further simplified
using quadric edge collapse [13]. Finally, the segments are annotated in
a 3D web interface to get a semantic scene representation. The resulting
simplified mesh of the large room, along with its semantics, is shown
in Fig. 4.

1https://unity.com/
2https://www.photonengine.com/
3https://developer.oculus.com/

4.3 Calibration

To integrate the synthetic mutual space, calibration and anchor align-
ment between the involved scenes are required.

Mutual space calibration The calculation of the mutual space is
conducted offline, based on 3D scans of the rooms involved. Integrating
this mutual space into the real environment requires calibration within
each participant’s physical room. This calibration is achieved through
the placement of spatial anchors, which serve as reference points to
align the virtual mutual space with the real-world environment. In a
telepresence scenario, each participant must manually calibrate their
room using the spatial anchor, because we do not have access to the
Meta Quest 3 camera stream. We used a visualization of the rooms’
corresponding bounding boxes for all objects in the scene as a reference
for accurate placement of the spatial anchor. The calibration process
with the highlighted bounding boxes can be seen in Fig. 5, a).

Anchor alignment After placing and storing the spatial anchors
of each player within the scene model, the rooms need to be aligned
via the spatial anchor. Additionally, the pose of the Avatar needs to be
considered and transformed relative to the spatial anchor. The largest
room is taken as the reference anchor, and all other rooms are aligned
with the reference anchor (Fig. 5b).

5 EVALUATION OF MUTUAL SCENE GENERATION

To perform a quantitative evaluation, we used two metrics to evaluate
our method Union and compared it with the Intersect method. We are
particularly interested in investigating the increase in available space
and the number of objects to interact with, compared to the Intersect
method.



Fig. 3: Taxonomy of mutual space visualization: We show a) mutual
space, b) walls made semi-transparent to indicate physical boundaries,
c) added synthetic floors, ceilings, and walls to visually extend the space
for the orange user in the smaller room, and d) added virtual furniture to
mark inaccessible space.

Fig. 4: Simplified mesh on the left and the semantically annotated mesh
on the right.

5.1 Evaluation design and quantitative metrics

We compare our approach, the Union method, with the Intersect
method, which takes the intersection of aligned rooms for collabo-
ration and ignores the inaccessible parts of the scene for both users.
Therefore, users in larger spaces can only use the intersection area, not
the rest of their space.

For the quantitative evaluation, we used two metrics: First, we mea-
sured the resulting room size, which is the area accessible to the user
in their room. Second, we measured the number of total interactable
objects. Our objective was to investigate how many objects could serve
as potential sources of physical tools or information artifacts required
for the collaborative task.

5.2 Evaluation setup

To evaluate our method for different combinations of scenes, a dataset
consisting of a large number of scenes is required. For the scene dataset
we used ScanNet [7]. We used SceneCAD [3] to obtain the room
layout, including floor, walls, and ceiling. In our evaluation, we used
14 spaces from the scene dataset, which we grouped into seven large
scenes, L = 7 (µ = 37.18 m2, σ = 12.96 m2), and seven small scenes,
S = 7 (µ = 10.52 m2, σ = 2.05 m2). We selected different types of
scenes for our evaluation, including living room, lobby, classroom,
dining room, computer cluster, workshop, office, and conference room.
L1-S1 refers to one large space and one small space. Furthermore, we
evaluated configurations for L2-S2 (two large, two small), L1-S2 (one
large, two small) and L1-S3 (one large, three small). The total number
of combinations is calculated using

( L
nlarge

)
×
( S

nsmall

)
, where nlarge is

the number of large scenes, and nsmall is the number of small scenes.
The total combinations resulting are shown in Table 1. To this end, we
evaluated our approach on 882 space combinations.

Fig. 5: a) scene calibration (the green and red bounding boxes must be
aligned with the physical objects in the environment), b) anchor alignment

Table 1: Number of combinations.

Combination Total Combinations
L1-S1: nLarge = 1, nSmall = 1 49
L1-S2: nLarge = 1, nSmall = 2 147
L1-S3: nLarge = 1, nSmall = 3 245
L2-S2: nLarge = 2, nSmall = 2 441

5.3 Results

Room Size For all combinations, we compared the original room
sizes of the individual rooms with the resulting room sizes for both the
Union and Intersect method using the Wilcoxon signed-rank test (Fig.
6). This test showed that the resulting room size for the Union method
(µ = 44.63m2,σ = 12.83) was significantly larger than the original
room space (µ = 21.26m2,σ = 15.54, p < 0.001), while the Intersect
method (µ = 7.53m2,σ = 1.49) resulted in significantly smaller sizes
than the original room (p < 0.001). We found the same results when
looking at small and large rooms separately: For the small rooms,
Union resulted in significantly larger spaces (µ = 43.62m2,σ = 12.93)
than the original room (µ = 10.52m2,σ = 2.05, p < 0.001), and In-
tersect (µ = 7.43m2,σ = 1.50), in significantly smaller spaces than
the original room (p < 0.001). Also, for the large rooms, Union re-
sulted in significantly larger spaces (µ = 46.13m2,σ = 12.53) than
the original room (µ = 37.18m2,σ = 12.96, p < 0.001), and Intersect
(µ = 7.68m2,σ = 1.48), in significantly smaller spaces than the orig-
inal room (p < 0.001). The same patterns were also observed when
looking at the different combinations (L1-S1, L1-S2, L1-S3, L2-S2)
separately.

Interactable Objects For the Union method, all interactable ob-
jects of the original rooms remain present in the shared space. How-
ever, this is not the case for the Intersect method. Therefore, we
compared for all combinations the total number of interactable ob-
jects in a room with the number of objects that are still present in
the shared space (Fig. 7). The Wilcoxon signed-rank test showed
that there were significantly fewer objects after applying the Inter-
sect method (µ = 2.01,σ = 2.16) than originally present in the room
(µ = 8.67,σ = 5.81, p < 0.001). We found the same results when
looking at the small and large rooms separately: For small rooms,
applying the Intersect method (µ = 2.84,σ = 2.36) resulted in signifi-
cantly less objects than the ones originally present (µ = 7.29,σ = 4.56,
p < 0.001). Also, for large rooms, applying the Intersect method
(µ = 0.78,σ = 0.89) resulted in significantly less objects than orig-
inally present (µ = 10.71,σ = 6.78, p < 0.001). The same patterns
were also observed when looking at the different combinations (L1-S1,
L1-S2, L1-S3, L2-S2) separately.

6 EXPLORATORY USER STUDY

Our user study aims to evaluate our method for asymmetry-aware
scene generation in a real MR telepresence scenario. We opted for an
exploratory user study, and we did not aim to prove any hypothesis;
rather, we are interested in analyzing how the room layout Union
compares to the Intersect with respect to user experience and if there
are differences between the modes (MR and VR). Therefore, we explore
the following research questions:



Fig. 6: Room Size results. The number of stars specifies the significance
levels between the factors indicated by: *** <0.001, ** <0.01, * <0.05.The
dotted line indicates the mean.

Fig. 7: Interactable Objects results. The number of stars specifies the
significance levels between the factors indicated by: *** <0.001, ** <0.01,
* <0.05.

RQ1 How does the layout (Union vs. Intersect) of a synthetic
mutual space in an asymmetric MR remote collaboration task affect
spatial presence, social presence, and perceived workload?

RQ2 How does the mode of mediation (MR vs. VR) of a synthetic
mutual space in an asymmetric MR remote collaboration task affect
spatial presence, social presence, and perceived workload?

RQ3 How are user preferences influenced by dissimilar user spaces
during an asymmetric MR remote collaboration task, and how does this
influence vary based on the mode of mediation and the layout of the
synthetic mutual space?

6.1 Study design

In the user study, we compare two layouts (Union and Intersect) and
two modes of mediation (MR and VR) using a within-subject design.
This results in four conditions, which we evaluate in an asymmetric
collaborative assembly task setup using previously generated scenes for
MR, which are incorporated into the real environment (see Fig. 1). For
the Intersect condition in MR, we additionally augment an intersection
wall in the larger space. For VR, we merge all virtual furniture into one
scene and adapt the boundary based on the Intersect or Union layout.
The four conditions are given below.

MR+Intersect In this condition, both users only use the intersec-
tion space for collaboration and need to solve the task in MR, allowing
them to view their respective real-world spaces.

VR+Intersect In this condition, the setup is similar to
MR+Intersect except that users are completely in virtual space.

MR+Union In this condition, both users once again solve the task
in MR. This situation differs from the MR+Intersect case in that the
union of the users’ rooms is utilized for collaboration. This setup
enables both users to utilize the full space in their respective rooms for
collaboration. The setup is illustrated in Fig. 9.

VR+Union This condition is similar to MR+Union, except that
users are again completely in the virtual reality environment.

6.2 Task

We designed an asymmetric collaborative brick-building task for a
telepresence setup (Fig. 8), aimed at teamwork between two users: the
instructor (user B) and the operator (user A). The instructor (who is
always in the smaller room) has a blueprint and a parts list to build a vir-
tual brick structure. Each brick in the blueprint is identified by numbers
visible to the instructor, but without specifying the color. The operator,
who lacks access to the blueprint, performs the assembly process and
knows the color-number mapping of the bricks. Each task involves a
unique number-color mapping to ensure uniqueness and prevent any
memory effect. The assembly task consists of 9 to 12 bricks in two
distinct shapes and different colors. For each condition, we designed a
unique brick assembly task, all of which are similar in difficulty. The
first brick for each condition is already placed on the brick board to
provide initial assistance in starting. In the conditions MR+Intersect
and VR+Intersect, the bricks are confined to the intersection space. In
contrast, in the MR+Union and VR+Union conditions, the bricks are
spread throughout the full user rooms, forcing users from the larger
space to move beyond the intersection area to use the entire space. In
addition, the number-color mapping information is placed outside the
intersection area to encourage the operator to move continuously be-
yond it during the session, gathering the required information to solve
the asymmetric task. The bricks are only visible to the user responsible
for collecting them, but they become visible to both once collected in
the mutual workable space. The assembly process must occur in the
mutual walkable space. This arrangement enables users to move around
the construction, allowing them to perceive it from multiple viewpoints.
To complete the assembly task, the operator must follow the instructor’s
instructions until the instructor is satisfied with the result. The roles do
not change during the study, ensuring consistent interaction dynamics.

6.3 Participants

We recruited 24 participants divided into the following age groups: one
participant aged 18-21, 13 participants aged 22-25, seven participants
aged 26-29, and three participants aged 30 or older. The group consisted
of 16 men (66. 67%) and eight women (33.33%). Of the participants, 14
(58.33%) identified as European, eight (33.33%), as Asian, one (4.17%),
as Turkish, and one (4.17%), as Russian. Most of the participants, ten
(41.7%), reported German as their primary language, followed by nine
(37.5%) who reported English, and five (20.8%) who reported other
languages. In seven of the 12 sessions, the participants knew each other.
Among the participants, 19 (79.2%) reported having prior AR/VR
experience.

6.4 Metrics

For all study conditions, we used the following metrics: spatial pres-
ence, social presence, workload, and user preference.

Spatial presence For spatial presence, we used the igroup pres-
ence questionnaire (IPQ) [45]. This questionnaire comprises 14 items
and is divided into four subscales: involvement, realism, general pres-
ence, and spatial presence.

Social presence Social presence encompasses three dimensions:
co-presence, psychological involvement, and behavioral engagement,
and it is measured using the questionnaire from the networked minds
measure of social presence [4]. For psychological involvement, we
focused on mutual attention and mutual understanding. We omitted
empathy, as the task does not involve interaction on an emotional level.

Workload The NASA task load index (TLX) questionnaire [18]
was utilized to evaluate workload. This questionnaire is divided into
six subjective subscales: mental demand, physical demand, temporal
demand, performance, effort and frustration.



Fig. 8: Exploratory user study: It involves the operator (user A, located in the large room) and the instructor (user B, located in the small room). Both
need to collect the bricks (asymmetric objects), which are partially placed in the asymmetric workable space. After collection, the bricks appear in the
mutual workable space. The instructor provides assembly instructions to the operator based on the assembly plan (asymmetric tool). The operator
checks the number-color mapping (asymmetric information) and assembles the bricks on the brick board, which is placed in the mutual walkable
space. The operator sees the bricks in color, whereas the instructor sees them only in gray. In the intersection condition, both the operator and the
instructor are confined to the intersection area, while in the union case, the operator can also utilize the asymmetric interaction area shaded in blue.

Fig. 9: a) user A in Union Layout, b) user B in Union Layout

User Preference In the user preference questionnaire, partici-
pants were asked to select their preferred conditions, mode, and layout.
The preference questionnaire is categorized into the following seven
categories: user comfort (which condition did you find the most com-
fortable?), sense of presence assessment (which condition gave you the
strongest sense of being present in the remote space?), visual experience
(which condition most effectively enhanced your visual experience?),
user experience (which condition did you find the most enjoyable to
use?), safety (which condition made you feel the safest?), collaborative
task support (which condition most effectively supported your collabo-
ration tasks?) and general feedback (which condition did you find most
preferable overall?).

6.5 Procedure
The study was carried out according to the Declaration of Helsinki [57].
As the study posed no physical or psychological risks, IRB approval was
not required by our institute. First, participants received an overview
of the study, covering the study procedure, safety measures, and the
underlying scientific investigation. Subsequently, they were asked to
complete a consent form, which confirmed that they were informed
of the scientific investigation and that the data about the participant
would be collected and recorded anonymously. The participants then
completed a demographic questionnaire and were introduced to the
study environment, the Meta Quest 3, along with an overview of the
tasks they would be undertaking. For each study session, two individu-
als were assigned the roles of instructor or operator. Throughout the
study, participants maintain their initial roles and remain in the same
room. The operator was located in room A, which was larger, and the
instructor, in room B, which was smaller. The study consisted of two
sequential phases: a single tutorial phase followed by a trial phase with
four conditions. The tutorial phase aimed to equip each participant

with the necessary knowledge and skills for the task. The tutorial is
split into MR and VR segments to prepare participants for substantially
different experiences and ensure that they become familiar with the
environment. In the trial phase, all four conditions are tested. Before
each condition, a small introductory video was shown explaining the
condition. For each condition, they had one minute to move and per-
ceive the environment. After that, the task material appeared, including
the bricks, the brick board, and all required information, and they were
asked to start the task. After each condition, participants were required
to complete a questionnaire on spatial presence, social presence, and
perceived workload. We used Latin squares to counterbalance the order
of conditions, thereby mitigating order effects. After completion of
the trial, the study participants were asked to complete a questionnaire
which included user preferences and open questions. In the final step, a
short interview with the participants was conducted.

6.6 Results

We report repeated measures of spatial presence, social presence, and
workload responses. An overview of the user preferences across con-
ditions is also presented. To analyze the social and spatial presence
and workload, we used the Shapiro-Wilk test [47] (α = 0.05) to check
for data normality and use the aligned rank transform (ART) [55] to
perform two-way repeated measures ANOVA. Furthermore, we tested
for equivalence using TOST [46]. We used the χ2 goodness-of-fit
test [37] to compare the conditions regarding the user’s preferences.
Group A refers to Users A located in the larger room A, while Group B
refers to Users B located in the smaller room B.

6.6.1 Spatial presence

The average spatial presence ratings for all conditions are shown in
Table 2. A significant main effect of spatial presence was found for
the mode (F(1,23) = 10.626, p < .001, η2

p = 0.316) such that spatial
presence was significantly higher in VR (µ = 5.17, σ = 0.74) than
in MR (µ = 4.60, σ = 0.76). We found equivalence for the layouts
(Intersect: µ = 4.85, σ = 0.81, Union: µ = 4.91, σ = 0.80) with
p < 0.001 in both cases (Fig. 10).

When looking at the results of groups A and B separately, we only
found a significant main effect of the mode for group B (F(1,11) =
5.544, p = 0.038, η2

p = 0.335), such that spatial presence was sig-
nificantly higher in VR (µ = 5.38, σ = 0.59) than in MR (µ = 4.76,
σ = 0.74). Equivalence regarding the layouts was only found in group
A (Intersect: µ = 4.74, σ = 0.83, Union: µ = 4.64, σ = 0.84), the
larger values p = 0.002.



Fig. 10: Spatial and social presence results. The number of stars specify
the significance levels between the factors as indicated by the RM-
ANOVA: *** <0.001, ** <0.01, * <0.05. Equivalences are indicated with
≡.

Table 2: Mean µ and standard deviation σ of the three measures for the
four conditions

Condition Spatial presence Social presence Workload

MR+Intersect
µ = 4.58
σ = 0.79

µ = 6.36
σ = 0.48

µ = 17.22
σ = 12.19

VR+Intersect
µ = 5.13
σ = 0.74

µ = 6.29
σ = 0.67

µ = 20.83
σ = 15.54

MR+Union
µ = 4.61
σ = 0.73

µ = 6.14
σ = 0.60

µ = 21.11
σ = 13.46

VR+Union
µ = 5.21
σ = 0.76

µ = 6.27
σ = 0.63

µ = 17.99
σ = 14.49

6.6.2 Social presence
Table 2 shows the average social presence ratings for all condi-
tions. A significant main effect of the layout on social presence was
found (F(1,23) = 16.5558, p < .001, η2

p = 0.419) such that Intersect
(µ = 6.33, σ = 0.58) lead to significantly higher ratings than Union
(µ = 6.21, σ = 0.56). There was also a significant main effect of the
mode (F(1,23) = 4.637, p < .05, η2

p = 0.168) such that VR resulted in
significantly higher ratings (µ = 6.28, σ = 0.64) than MR (µ = 6.25,
σ = 0.50). In the results of group A and B separately, we found the
significant main effect of layout for both group A (F(1,11) = 7.993,
p = 0.016, η2

p = 0.420) and group B (F(1,11) = 5.642, p = 0.037,
η2

p = 0.339), with Intersect (A: µ = 6.21, σ = 0.66, B: µ = 6.45,
σ = 0.46) resulting in a significantly higher social presence than Union
(A: µ = 6.07, σ = 0.64, B: µ = 6.35, σ = 0.45). However, instead
of a main effect of mode, we found an equivalence between MR (A:
µ = 6.13, σ = 0.58, B: µ = 6.37, σ = 0.37) and VR (A: µ = 6.14,
σ = 0.72, B: µ = 6.43, σ = 0.52) for both group A (larger value
p = 0.002) and B (larger value p = 0.001). This could be an effect of
the much smaller sample size of individual groups.

6.6.3 Workload
Table 2 shows the average task workload for all conditions. A signifi-
cant interaction effect between the two factors (layout and mode) was
found (F(1,23) = 4.405, p< .05, η2

p = 0.161). MR-Union (µ = 21.11,
σ = 13.46) resulted in a slightly higher score than MR-Intersect
(µ = 17.22, σ = 12.19), while it is the opposite for VR, where VR-
Union (µ = 17.99, σ = 14.49) results in a slightly lower score than
VR-Intersect (µ = 20.83, σ = 15.54), but post hoc tests show no sig-
nificant differences between any pairs.

6.6.4 User preferences
We collected data on user preferences for the four conditions for seven
categories (see Section 6.4). Among all conditions, 37.5% of users pre-
ferred MR+Union, followed by MR+Intersect (33.33%), VR+Intersect
(20.83%) and VR+Union (8.33%).

Intersection vs union Regarding the layout, 54.17% of partici-
pants preferred Intersect overall. Looking at the individual categories,
Intersect was preferred with regard to safety (75%), its ability to support

collaboration (70.83%) and its comfort (58.33%). The Union scene
layout seemed more enjoyable (54.17%) and enhanced the visual expe-
rience (58.33%). In both layouts, being present in the remote space was
rated equally. Of 13 participants who enjoyed the Intersect layout more,
participants such as S12-A (Study 12, User A) claimed, “I liked that I
could look out the window but could also see the other person’s limits”.
Reasons for participants who preferred the Union case more included
how . . . in the Union layout, I could clearly identify the area where I
could move and the area where my partner could move” (S6-B). The
χ2 goodness of fit test showed that Intersect was significantly more pre-
ferred than Union with regard to both the support of the collaborative
task (χ2 = 4.17, p = .041) and safety (χ2 = 6.00, p = .014). However,
there is no significant difference between the Intersect and Union scene
layouts in terms of general feedback. When looking at the results of
groups A (large room) and B (small room) separately, these significant
differences between layouts were only found for group B, which pre-
ferred Intersect with regard to the support of collaborative task (83.
33%, χ2 = 5.33, p = .001) and safety (91.67%, χ2 = 8.33, p = .004).

MR vs VR For the mode of mediation, users had an overall pref-
erence of MR over VR (70.83%) for both user groups (user A: 75%;
user B: 66.67%). The highest user preference rating for MR was in the
safety category, with a rating of 87.5%. In favor of the MR condition,
S8-B said, “being able to see the real environment was important to
me because I felt that I wasn’t going to hit any obstacles". Among all
categories, the only category in which VR had a higher rating was the
feeling of being present in remote space (66.67%) (user A: 66.67%, user
B: 66.67%). The participants supported this result by claiming “VR felt
more enclosed" (S12-B) and that “MR makes me feel less immersed"
(S11-B). The χ2 goodness of fit test showed that MR was significantly
more preferred than VR with regard to being more comfortable (75%,
χ2 = 6.00, p < .05); user (S6-A) describes it as a ”. . . comfortable feel-
ing because the virtual elements are projected solely into the room, so
I am still aware that I am located in the physical world.”. Additionally,
MR was significantly preferred in terms of safety (χ2 = 13.5, p < .001)
and general preference (χ2 = 4.17, p = .041). When looking at the
results of groups A and B separately, the preference for MR was only
significant in terms of safety (A: 91.67%, χ2 = 8.33, p = .004, B:
83.33%, χ2 = 5.33, p = .021).

Room size The room size also potentially impacts user prefer-
ences. Users in the larger room (user A) preferred Union (n = 7),
while users in the smaller room (user B) preferred Intersect (n = 8).
User S8-A reasoned that “ I don’t want to lose space just because my
partner’s room is smaller.” when considering the Intersect mutual
scene layout. In open text replies, the Union case was often praised for
being “large" (n = 9) and more "comfortable" (n = 3), with participant
claiming that “it was still clear which area my partner and I could use
together” (S6-A). Conversely, S8-B felt it was “more risky to crash into
some objects due to the additional space”. The preference of Group
B for the intersection case is also reflected in their responses, where
(S5-B) liked how they “saw my own room’s walls" (S7-B) and found it
“natural ” and “accessible”.

7 DISCUSSION

When evaluating mutual scene generation for a variety of rooms, we
saw that our Union method results in significantly larger room sizes
and more interactable objects than the Intersect method. In addition,
we have shown that we can generate feasible mutual spaces not only
for two rooms but also for three or four rooms of different sizes.

Through our exploratory user study, we found that in most ratings,
the Union method was comparable with the Intersect method. In certain
cases, the two methods were equivalent.

For spatial presence, we found equivalence between the two layouts.
Additionally, VR resulted in significantly higher ratings. We argue that
this finding is because users feel more involved in a VR environment,
since the real environment is tuned out. It is also underlined by the
subcategory involvement, which is significantly higher for the VR
condition compared to the MR condition. Furthermore, the interviews



support this finding, where many users stated that the VR environment
felt more immersive and that they were completely encapsulated by it.

For social presence, we identified significant main effects for both
the layout and the mode of mediation with VR and Intersect leading to
higher scores. We believe that users wearing a VR HMD can focus more
on each other since the real environment is tuned out. In terms of layout,
we think that the layout of the intersection contributed to a greater sense
of social presence because the portion of the mutual walkable space and
mutual workable space is larger in the Intersect layout than in the Union
layout, and the mutual space strongly contributes to social presence,
as it is available to all users in the same way, ensuring proximity
throughout the interaction. Moreover, the study was designed so that
the users in the Intersect condition could stay within the mutual space
to solve the task. In contrast, in the Union layout, the user in the larger
space had to constantly move out of the intersection area to access the
required information.

Neither the mode of mediation nor the layout had any significant
effect on perceived workload. There was a significant interaction effect
between these two factors, but the post hoc tests did not show any
significant differences. We speculate that the task used in the study was
too easy, as it was designed to be solved quickly by users without prior
experience with MR or VR.

Regarding preferences, users reported a significantly higher sense
of safety and support for the collaborative task in the Intersect layout.
This preference may be traced back to the intersection space being
accessible to both users in the same way. Furthermore, we designed the
task for the Intersect layout to be solvable within the intersection space,
so no additional room space was needed. User S12-A also supported
this assumption in interviews by stating that ...the intersection was
sufficient for the task, and I had everything I needed close by”. It seems
that safety is better supported if less movement is required to solve the
task. Therefore, the Intersect layout felt more secure to many users.
For users in the smaller room, the Union layout provided additional
space where they needed to pay more attention to which areas they
could access. The preferences across the other categories were balanced
for both layouts, including the overall preference. Users significantly
preferred MR over VR in the general feedback category, as well as
for safety and comfort. The ability of MR users to see the real world
seems to help their environmental awareness, making MR safer and
more comfortable to navigate.

Through our quantitative evaluation, we observed that our approach
demonstrated advantages in space availability and accessibility of in-
teractable objects. However, our user study revealed that, in terms of
user experience, our approach is limited in aspects such as social pres-
ence, safety, and support of collaboration. Interestingly, the limitations
concerning safety and support of collaboration were observed among
users in Group B, who were situated in the smaller room. We believe
that the user experience heavily depends on the task setup. A task setup
requiring the user in the larger room to leave the intersection area within
the Intersect layout could potentially impact the outcome. However,
we chose to neglect this factor and designed the task for the intersection
conditions such that the users do not need to leave the intersection area
to ensure a fair comparison between the two layouts.

7.1 Design implications
Based on our analysis, we propose specific design implications for
synthetic mutual spaces in asymmetric task-based MR telepresence
scenarios.

Telecollaboration with asymmetric mutual spaces Our study
demonstrates that the Union room layout can effectively support asym-
metric task-based telecollaboration. Therefore, we suggest incorpo-
rating the Union layout in MR telepresence setups when tools and
information are distributed throughout the entire room.

Dynamic adaption of room layouts Users in larger spaces pre-
ferred Union to maintain their expansive area, while those in smaller
rooms favored Intersect to better suit their limited space. To find a
suitable compromise, we suggest dynamically adapting the room layout
as preferred by the user and required by the task.

Visualization of spatial limitations The visualization of the mu-
tual space greatly helped users understand the collaborative area acces-
sible to both. We suggest having the possibility for users to visually
highlight the mutual space in telepresence scenarios. In the Union room
layout, where parts of the room are not accessible to everyone, these
areas should also be highlighted through semi-transparent walls, syn-
thetic walls, ceilings and floors, and virtual furniture to clearly visualize
the spatial limitations for both users.

7.2 Limitations
There are limitations in our work that need to be addressed in future
research. With our method, we are currently limited to processing
room layouts with four walls, typically rectangular or square in shape.
More complex room layouts must be explored in future efforts. In
our current experimental prototype, scene generation is calculated
offline. This setup was designed to evaluate our method, but would need
further adaptation to allow dynamic scene generation with specific user
preferences. Therefore, dynamic mutual scene generation is currently
not possible with our prototype.

In the user study, we focused on single-person room setups due to
space and time constraints, with only one person present in each room.
Furthermore, the study involved a very simple asymmetric collabora-
tive task designed to accommodate participants without any MR or
VR experience. It would be interesting to explore more challenging
asymmetric tasks that allow participants to move and interact more
within the room, which was not addressed in the current study. In our
study, the instructor was always in the smaller room, which could intro-
duce a potential confounding factor. However, this was determined by
the nature of our task. Future efforts should explore this variable with
different task setups. Moreover, 79.2% of the participants reported prior
AR/VR experience. Therefore, the potential influence of the level of
experience on the outcome should be further investigated in future work
with a more diverse participant group. Furthermore, in our study, we
defined the information required for the asymmetric task beforehand,
including the position in the room. Consequently, it is limited in terms
of dynamically adjusting the space based on the tools and information
the user needs. Finally, we only evaluated the setup with two rooms,
yet it would also be interesting to explore collaborative tasks among
people in three or more rooms.

8 CONCLUSION AND FUTURE WORK

In this work, we presented MRUnion, a system for asymmetric-task
aware 3D mutual scene generation of dissimilar spaces, and introduced
a novel mutual scene layout called Union. Our quantitative evaluation
and user study showed that the proposed room layout is a valid alterna-
tive to conventional Intersect methods for asymmetric tasks that require
full room access. However, our study results indicated that further
exploration of our proposed layout is needed, particularly in terms of
social presence, safety, and support of collaboration. We propose using
the Union layout for collaborative asymmetric tasks that require full
room access. We also propose allowing users to dynamically adjust
the room layout based on preferences and activities within an MR
telepresence scenario, and we suggest visualizing spatial limitations.

In future work, it would be interesting to investigate the transition
between intersection and union layouts more closely. This plan includes
examining when and how the room should be virtually extended to
allow full-room access. This question is particularly relevant for users in
smaller rooms, as it could improve their experience while ensuring that
all users can still access the full room. Additionally, generative models,
such as diffusion models, may be explored in future efforts to improve
the scene generation process by creating virtual furniture, textures, and
other 3D content adapted to the user’s physical environment.
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