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ABSTRACT

Paper documents such as passports, visas and banknotes are fre-
quently checked by inspection of security elements. In particular,
view-dependent elements such as holograms are interesting, but the
expertise of individuals performing the task varies greatly. Aug-
mented Reality systems can provide all relevant information on
standard mobile devices. Hologram verification still takes long and
causes considerable load for the user. We aim to address this draw-
back by first presenting a work flow for recording and automatic
matching of hologram patches. Several user interfaces for hologram
verification are presented, aiming to noticeably reduce verification
time. We evaluate the most promising interfaces in a user study
with prototype applications running on off-the-shelf hardware. Our
results indicate that there is a significant difference in capture time
between interfaces but that users do not prefer the fastest interface.

Keywords: Document inspection, holograms, augmented reality,
user interfaces, mobile devices.
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1 INTRODUCTION

While trained professionals can identify the majority of fake doc-
uments or holograms within a few seconds (according to a domain
expert consulted), most lay people inspect holograms on security
documents just by looking for changes in appearance or the pure
presence of rainbow colors, which has no particular value w.r.t. se-
curity [20]. First level inspection of holograms is currently based
on printed guides which are often issued by public authorities. They
usually show distinct patterns visible within the hologram area.
However, they often lack an indication on the viewing direction
and do not specify requirements on the lighting conditions. Conse-
quently, the inspection may be tedious for the untrained user. Also,
in real-world situations manuals are likely not always at hand, so
users fall back to solely looking for appearance changes.

We propose user interfaces for efficient verification of holograms
targeting laymen (see Figure 1). Specifically, our target audience
consists of individuals who did not receive advanced training for
checking holograms. We first address the mobile recording and
matching of hologram patch data as a basis for automatic verifi-
cation systems running in real-time. The problem is subsequently
treated as an alignment task, for which we present a constrained
navigation interface. This process finally leads to the design of a
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Figure 1: User interfaces for hologram verification: Constrained
navigation (top-left), alignment (top-right) and hybrid user inter-
faces (bottom-left) are designed, implemented and evaluated within
a user study. They allow to reliably capture image data suitable for
automatic verification. Results are presented to the user in a sum-
mary (bottom-right).

hybrid user interface. We compare these interfaces in a user study
involving original and modified documents, informing a detailed
discussion on the usefulness of these interfaces.

2 RELATED WORK

Hologram verification is a complex task that demands repeatable
image capture conditions and robust matching with reference infor-
mation. In case of mobile setups, this also requires suitable user
guidance to efficiently capture relevant information.

Hyuk-Joong and Tae-Hyoung perform automatic inspection of
holograms [11, 14] in a stationary setting. They illuminate the doc-
ument using infrared LEDs located on a hemisphere. Images are
captured with a CCD camera at controlled illumination angle, fol-
lowed by frequency correlation matching for verification of holo-
gram patterns. They subsequently extend the system with correc-
tion of hologram rotation angles and evaluate it with two Korean
banknotes. Pramila et al. [15] perform detection of a watermark
embedded in a dual-layer hologram. They place the hologram on
uniform background and use a stationary, well-aligned image ac-
quisition setup with controlled illumination. Janucki et al. [10] use
a Wiener filter to quantitatively assess holograms. Their setup uses
LED illumination for hologram capture, followed by registration of
the background and the optical device.

The feasibility of capturing and verifying holograms in a mo-
bile AR setting has been demonstrated using an off-the-shelf mo-
bile device [6]. By using the built-in flashlight of the device as a
dominant light-source, the appearance of reference patches can be
reproduced in a mobile context. Still, this approach requires manual
matching of recorded patches by the user. Compared with a refer-
ence manual, this approach takes a lot of time and involves heavy
physical and cognitive load for the operator. The user is guided
towards the required poses using a complex alignment-based user
interface, where most parts are augmented onto the target. Proper
alignment requires pointing at the base of the reference viewing
ray, looking into its direction (iron sights) and adjusting the dis-
tance using two appropriately scaled circles at the base and top of



the ray. Finally, the orientation around the viewing ray must be
matched (virtual horizon). In contrast, we use a different alignment
sequence and visualization along with automatic image capture and
matching, which should make the process more efficient.

The user guidance component required for mobile hologram cap-
ture and verification deserves special attention in the context of this
work. User guidance can be approached by visualization of the
view alignment error concerning a given reference pose. Examples
are surgical scenarios in telemedicine, where colored augmented
coordinates are used for easier navigation of the end effector [3].
Pyramidal frustums can also serve as a means of guidance for nav-
igation. This can be seen as a geometric representation of the cam-
era at the time of capture [17]. This approach is used for real-time
visual guidance for accurate alignment of an ultrasound probe by
Sun et al. [19]. After tracking artificial skin features for probe lo-
calization, visual guidance for 6 DoF alignment is provided via an
augmented virtual pyramid. Such a pyramidal representation is also
related to the Omnidirectional Funnel [2], which is useful for call-
ing attention. For practical purposes, view alignment can be con-
ducted in several steps (see [6]). Bae et al. [1] use visual guidance
for re-photography. They analyze the camera image to determine,
if a sufficiently similar image was captured. Then, three visualiza-
tions are presented for alignment. First, a 2D arrow indicates the re-
quired direction of movement w.r.t. a top-down camera viewpoint.
Second, this information is also indicated concerning a back-front
camera viewpoint. Finally, they visualize edges for adjustment and
feedback of the current camera orientation. Heger et al. [9] perform
user-interactive registration of bone with A-mode ultrasound. The
pointer is mechanically tracked and a 2D-indicator is used to pro-
vide visual feedback about the deviation from the surface normal
during alignment of the transducer to the local bone surface.

Alternatively, guidance can be achieved by visualization of a
constrained navigation space. Shingu et al. [16] create AR visu-
alizations for re-photography tasks. They use a sphere as a point-
ing indicator along with a half-transparent cone having its apex at
the sphere as an indicator of viewing direction. Once the view-
point is inside the cone, it is not visible anymore. The sphere then
changes its color when it is fully visible. This corresponds to a
valid recording position. Sukan et al. [18] propose a wider range
of look-from and look-at volumes for guiding the user to a con-
strained set of viewing positions and orientations, not counting roll
(ParaFrustum). This can be realized as an in-situ visualization or
via non-augmented gauges. In the in-situ variant, the transparency
of volumes is modulated depending on the distance and orientation
of the current pose. In addition, the general representation of the
look-at volume is also changed. Although our approach for con-
strained navigation is similar, the mobile capture of holograms re-
quires the user not only to enter, but to explore such space in order
to get suitable image data. For reasons of efficiency, this must be
accounted for in the corresponding visualization together with the
requirement to work in small workspaces and on small screen sizes.

3 MOBILE HOLOGRAM VERIFICATION

Hologram verification can be seen as a subtask within a document
verification process. In the following we describe a setup for captur-
ing reference data from holograms along with a matching approach
that can be used for automatic verification at runtime. Such infor-
mation can be used in a mobile pipeline for interactive document
verification, which performs classification, tracking and augmen-
tation of relevant information (Figure 2). This allows to select the
correct reference information for hologram verification and to make
sure, that the element is observed from the correct viewpoint. An
exemplary implementation of this setup serves as a basic building
block for goal-oriented mobile hologram verification with appro-
priate user guidance and visualization.

Figure 2: Overview of our mobile document verification pipeline.
For verification, images are first registered. Then, the extracted
hologram patches are warped and filtered. Finally, the intermediate
results of different similarity measures are fused using precomputed
scaling coefficients.

3.1 Preprocessing
Capturing Reference Data With moderate ambient light,

the appearance of a hologram is largely dominated by using the
LED flashlight of mobile devices. This essentially means that the
workspace consists of a hemisphere centered at the hologram on the
document. In contrast to previous work [6], we use an industrial
robot (Mitsubishi MELFA) for capturing all relevant appearances
of a view-dependent element (see Figure 3). This allows reliable
sampling of holograms and eliminates undesired human influence.
We spatially sample a hemispherical space using the robot and re-
motely control the device. We capture the current video image and
the corresponding pose for each position on the hemisphere.

We assume the hologram to be planar and project its bounding
box into the image using the recorded pose. We estimate an image
transformation with respect to the hologram region on the undis-
torted template and subsequently warp the sub-image containing
the hologram. For increased accuracy, we perform an additional
registration step using the template of the document before extrac-
tion and rectification of the corresponding patch. The result is a
stack of registered image patches that represent all observable ap-
pearances of the current hologram.

View Selection For successful verification, a series of repre-
sentative views must be selected using reference information avail-
able from the manufacturer or by systematic recording of the holo-
gram and thorough analysis of the captured image data. The choice
of reference poses obviously depends on the hologram (e.g., num-
ber of transitions) and is constrained by the particular setup being
used. We exclude all data recorded < 5o and > 55o away from the
orthogonal view in order to avoid artifacts caused by orthogonal
views and tracking failure.

From the perspective of security it seems reasonable to select
very different patches having small distances in space. For reasons
of practical usability, a small amount of stable views seems prefer-
able, because the user will move. As a lower bound, at least two
visually different views recorded from sufficiently different view-

Figure 3: We sample the view-dependent element on a document
using an industrial robot and an off-the-shelf mobile phone (left).
Due to using a single dominant light source, the element is sampled
from viewpoints situated on a hemisphere (right).



Figure 4: Mobile document verification system tracking an instance
of a passport. Security features are augmented onto the document.
Detailed information about an element can be triggered using a fo-
cus point at the center of the screen.

ing directions are required.

3.2 Runtime processing
Classification and Tracking The first step in document ver-

ification, the identification of the document type, can be achieved
by manual selection or by computing the class of the document
using images from the current instance to be verified. We use vi-
sual search running entirely on the mobile device. This avoids the
transfer of sensitive information across networks and reduces la-
tency [7]. Then, associated reference data relevant to the verifica-
tion process can be loaded. Tracking works in real-time directly on
the mobile device, using natural features obtained from an exem-
plary template selected during the previous process [22]. In order
to allow the verification of slightly bent documents, tracking poses
are smoothed in a small ring buffer. Available reference informa-
tion can be represented by an initial augmentation, providing instant
feedback on the presence and location of relevant security features
for manual verification (Figure 4).

Matching Verification of selected reference data demands a
suitable similarity measure, which may then also be used on-line
for verification. In the work of Hartl et al. [6], normalized cross
correlation (NCC) is evaluated for matching, giving reasonable re-
sults for the majority of views. However, certain holograms (e.g.,
rainbow) show a large amount of different colors, which leads to
noisy measurements. From our experience, pre-filtering (Gauss,
Median) with a reasonable kernel size improves robustness for this
type of holograms. On the other hand, stereograms tend to produce
more distinct patches, which lead to strong edge responses. Conse-
quently, it seems reasonable to use both intensity and edge informa-
tion in the process. We propose shape-matching using the modified
Hausdorff distance [4] and weight the contributions according to
Eq. 1,

score = (sNCC ∗ kNCC +dNCC) f
+(sMHD ∗ kMHD +dNHD)(1− f )

(1)

where sNCC and sMHD denote the corresponding individual re-
sults, k and d denote individual scaling coefficients, and f is a
weighting factor. The individual scaling coefficients are computed
using all the recorded reference data and are used to perform ap-
propriate scaling at runtime (see Figure 2). We use integral images
and a sliding window to avoid a costly registration step. With these
modifications, matching runs in real-time on mobile devices.

Viewpoint and flashlight act as triggers for different appearances.
From our experience, not using the flashlight as a dominant light
source does not give repeatable results. According to informal

tests, there is limited invariance with different devices, depending
on camera properties, flash intensity and relative position.

4 USER GUIDANCE FOR HOLOGRAM VERIFICATION

In order to get reasonable input data for verification, the user should
be supported throughout the image capture process. In general,
manual interaction such as tapping on the screen is not desirable
for reasons of accuracy. Consequently, image capture should be
triggered automatically, when the user is in a suitable position.

We observed that many holograms feature similar appearances
in very different locations. Consequently, one could think of re-
jecting the entire pose information during matching and just taking
care that the user is pointing towards the hologram. However, this
does not seem feasible, since users cannot be expected to sample
the hologram space (hemisphere) without guidance. This is backed
up by an informal user study we conducted, in which a given holo-
gram had to be sampled as deemed appropriate by the user. We
obtained reasonable matching scores, but a very low spatial cover-
age. Users did not know when to stop the process. Although in case
of originals, task completion time could be reduced by an early-exit
based on the matching score, this is not feasible with fakes. It is
mandatory to consider the viewing direction in order to get a good
coverage of the pose space and provide a reliable exit mechanism.
Using information about the viewing direction when matching pro-
vides additional verification security.

An obvious approach is to guide the user to align the mobile
device with exactly those view points, which are associated with
the selected reference data. Alternatively, a portion of space can
be visualized for sampling by the user, which requires coverage
of a larger region instead of given positions. Combining both ap-
proaches leads to a hybrid variant, which uses a comparatively
small region for sampling relevant data. In the following, we cover
the design of these approaches in more detail. In favor of usabil-
ity, we decided to omit an explicit check of the in-plane rotation of
reference views during matching. This is motivated by the fact that
when views are placed on a hemisphere, reasonable results can be
achieved by just rotating the target.

4.1 Alignment Interface
Sampling holograms can be treated as an alignment task, where
users have to point at the center of the element, align with the view-
ing direction using iron sights, match the rotation along the viewing
ray using a virtual horizon and take care of the recording distance
[6]. Although this causes a lot of strain, we believe that a careful
design in conjunction with automatic recording and matching, can
lead to considerable gains in efficiency. This could make the align-
ment approach a strong competitor for constrained approaches.

We propose an improved alignment interface, which was de-
signed in an iterative process involving continuous user feedback.
A sketch of the elements involved can be seen in Figure 5. We
observed that users often had trouble matching the overall orienta-
tion/rotation of the document and the device with the original ap-
proach. Not being able to do so, makes the overall alignment pro-
cess more tedious. Consequently, the revised approach starts with
coarse alignment of document-device orientation. We project the
camera center and the top point of a reference pose down on the
target surface and compute the relative angle as a rough indicator
of initial alignment. This can be visualized as a color-coded indica-
tor within a circle around the element. Depending on the sign of the
computed error, arrows are placed on the circle to indicate the re-
quired movement of the target. Upon successful alignment (within
a certain range), we proceed with more accurate indicators for the
viewing direction. We use animated rubber bands as indicators for
pointing at the element, but also for the vertical angle on the hemi-
sphere. In both cases, the goal is to follow the animated arrows in
order to shrink down the rubber band into a point (see Figure 6).



Figure 5: Geometry of the revised alignment approach. Matching
takes place by alignment of target rotation and pointing with the
indicator at the element. Finally the viewing direction is refined
using the direction rubber band at an acceptable viewing distance.

Figure 6: Exemplary alignment sequence: Not aligned (top left).
Aligning target rotation (top right). Pointing at target (bottom left).
Aligning viewing direction along hemisphere arc (bottom right).

Finally, a focus indicator is realized as a scaled sphere placed at the
base point of the current viewing direction on the target. Animated,
directed arrows indicate the required direction of movement. Note
that we perform an initial focus operation at the first view to be
aligned and keep this setting throughout the process.

Views are captured sequentially, with feedback on the overall
progress of the operation. This aims to reduce visual clutter for
the user. Upon successful alignment, several frames are recorded
from the live-video stream and automatically matched against pre-
recorded reference data. From these measurements, the one hav-
ing the highest matching score is selected as the result patch for
the user. During the process, we provide guidance towards the de-
sired direction, but also feedback regarding the quality of align-
ment. Similar to the previous approaches, we aim to minimize the
required movements for the user by automatic selection of the near-
est view. A live-view of the rectified hologram patch is constantly
displayed during spatial interaction in order to provide visual feed-
back of the changes in appearance with varying recording position
(see Figure 6 for an exemplary alignment sequence).

After recording each of the views, a summary including the cur-
rent overall decision (genuine/fake) is presented to the user (see
Figure 1). The user may skim through the captured views and com-

pare them side-by-side with the expected reference data. If the sys-
tem suggestion is revised by the user, an overall similarity score is
recomputed, which eventually changes the final decision. The user
may also re-record certain views in order to get a better basis for
the final decision. This can be done in the summary for the current
view and works for all the approaches described in this paper.

4.2 Constrained Navigation Interface

The task can also be treated within a constrained navigation frame-
work. The idea is to guide the user to sample larger portions of
space instead of aligning with single views. By giving more free-
dom to the user, this can reduce workload and task completion time.

The initial step is to guide the user to point at the hologram as
required by the recording setup. We provide guidance using an
animated rubber band, which shows a moving arrow, once outside
a given radius away from the element (see Figures 7, 8). Then, the
capture distance needs to be adjusted as a starting point for an auto-
focus operation, so that the assumption about the flashlight being
the dominant light-source holds. For this purpose, we scale the
entire widget and require the user to adjust the distance, so that the
outer ring of the widget stays within the given distance bounds.

Although the robot recording operates on a hemisphere, it does
not seem reasonable to apply this concept directly. An augmented
hemisphere would certainly lead to coverage of the entire space, but
not necessarily in the shortest possible time. With an augmented
hemisphere, the most obvious movement is to scan hull slices and
then rotate the document for the next slide. We empirically verified
that changing orientation from an orthogonal starting point (conic)
is much faster than target rotation with slice-scanning.

In favor of efficiently treating both originals and fakes, the user
should be guided towards different viewing directions or ranges.
We propose a 2D orientation map (projection of the conic space)
[9] for this task. It is divided into slices that are aligned on one or
more tracks. The current position on the map is visualized by a cur-
sor, and the current slice is also highlighted. The cursor position is
corrected by the target orientation, so that the movement direction
always corresponds to the orientation of the device (see Figures 7,
8). In general, it is not sufficient to just capture a single shot inside
each slice. We record several shots per slice, that differ at least by
a given angle threshold. The exact amount is automatically calcu-
lated, taking into account the area of the slice. Consequently, the
user can move freely inside the pie slices during the process. The
tiny arrows around the cursor serve as movement indicators. When-
ever the user remains static inside a non-completed slice, flashing
arrows remind to move on. The upper arc defined by a (sub-)slice
is used as a completion indicator, which switches from red to green
with increasing slice coverage. The orientation map is realized as

Figure 7: Geometry of the proposed constrained navigation ap-
proach for sampling the hologram. The user is guided to point at
the element and a cursor is controlled by the 2D orientation on an
augmented pie, divided into slices and tracks.



Figure 8: We guide the user to point at the element using an ani-
mated rubber band (top-left). Focus adjustment showing the layout
of the orientation map and green distance bounds (top-right). Con-
strained navigation UI with pie slices (bottom-left). Augmentation
directly onto the document/element (bottom-right).

a widget placed in the screen plane (2D-CON) or augmented onto
the target (AR-CON).

In a pilot study, we tried using either no visual information on
the capturing procedure or a progress bar without any orientation
information. Using no visualization at all gave the best comple-
tion time, but also the lowest spatial coverage. In the following,
we dropped the interface without guidance and the progress bar. It
must be noted that even with the AR-CON interface, not all par-
ticipants sampled the entire hologram. Consequently, we went to
incorporate slightly more guidance with the goal to only check pie
slices containing a reference view (see Figure 9).

4.3 Hybrid Interface
The location of reference views cannot be mapped straightforward
to pie slices. It may be necessary to associate several pie slices
with a single reference view, increasing the amount of slices to be
checked. Since the number is generally much lower than the total
number of pie slices, we use small regions on the augmented map
around reference locations, which also serve as local completion
indicators (AR-HYB, Figure 9).

These two UIs were evaluated in another pre-study, this time in-
volving a demonstration phase. According to the results obtained,
AR-HYB had a much lower task completion time compared with
AR-CON. Users were able to complete the task using both ap-
proaches (perfect coverage of interesting slices/regions) and ob-
tained reasonable patch-matching scores. Users generally gave very
positive ratings concerning the type of guidance and overall useful-
ness of the application, with a clear preference for AR-HYB. Mo-
tivated by user demand and our own reasoning, this clearly moved
the approach more in the direction of an alignment task. As we
consider our informal studies only suitable for guiding the design
process, we conducted a more detailed evaluation.

5 EVALUATION

We evaluated the most promising candidate for constrained naviga-
tion (CON) and the hybrid approach (HYB, see Figure 9) against
the alignment UI (ALI, see Figure 6). After image capture, a sum-
mary is presented to the user (see Figure 1) independent of the UI
used for capture. The global system decision is communicated via
a colored square (green...valid, yellow...unsure, red...invalid) to the

Figure 9: AR UIs with guidance for interesting subspaces. Either
pie-slices (AR-CON, left) or circular regions (AR-HYB, right) are
indicated for sampling by the user.

user. Each reference has its own page, showing the reference data
on the left side of the screen and the best recorded match on the
right side, along with a local rating by the system, which can be
changed by the user in case of doubt. It must be noted that we also
monitored distance as capture condition, so that the users had to
stay within the allowed distance range for the CON and HYB in-
terfaces. We manually selected two reference views per hologram
with a visually equal spatial distribution. We consider two views to
be the minimum for verification of view-dependent elements.

5.1 Study Design and Tasks

According to a domain expert we consulted, professionals can iden-
tify most fake documents or holograms within a few seconds. The
focus of the following study is on laymen without advanced do-
main knowledge or experience, using an off-the-shelf smartphone
for hologram inspection. In contrast to the work of Hartl et al. [6],
we do not compare a printed manual to an AR-System, but we seek
to improve upon the long inspection time of AR-based hologram
verification.

We designed a within-subjects study to compare both the perfor-
mance and user experience aspects of the three aforementioned user
interfaces for hologram verification.

The study had two independent factors: interface and hologram.
The independent variable of main interest was interface (with three
levels: ALI, CON, HYB). We modeled hologram as fixed effect
(four level), since the holograms were deliberately selected (and
not randomly sampled from a population) in order to represent
intensity-dominated and shape-dominated samples including com-
mon mixtures.

For each of the four holograms, we selected the corresponding
reference views with the goal of minimizing the variance an indi-
vidual hologram could have on the results. Dependent variables of
interest were task completion time (both capture and decision time),
system performance (how well the system could verify the validity
of the hologram), user performance (how well the user could verify
the validity of the hologram), and user experience measures (usabil-
ity, workload, hedonic and motivational aspects).

For each interface, the actual verification procedure started upon
pointing the center of the screen at the element and tapping on it.
For the ALI interface, the user had to align the rotation of the doc-
ument with the current reference view (azimuthal angle), point at
the center of the hologram and adjust the viewing direction (polar
angle) along with the capture distance. In case of the CON inter-
face, the user had to point at the element, following the base rubber
band. Then, the orientation cursor had to be moved inside the in-
dicated (connected) pie slices by changing the azimuth and inclina-
tion angles through device movement and monitoring the operating
distance. The HYB interface had to be operated in a similar way.
However, the cursor had to be aligned and moved inside small circu-
lar regions. Upon successful sampling, the system summary/system
decision was presented to the user.



Figure 10: Samples used in our study. We evaluated all user inter-
faces with two original (no. 1, 4 - top row) and two fake (no. 2,
3 - bottom row) holograms, where each was placed on a different
document template. Reference information recorded with the robot
setup is used by the system for matching, while the other images
are exemplary recordings during verification by the user.

5.2 Apparatus and Data Collection

We conducted the study in a lab with illumination from the ceil-
ing enabled (fluorescent lamps). In order to minimize variations
induced by daylight changes, we kept the blinds of the room closed
throughout the entire study.

All user interfaces were integrated into a single Android appli-
cation running on the Samsung Galaxy S5 mobile phone (Android
4.4.2) and using the built-in camera with LED flashlight enabled.
Reference data for verification was recorded with our robot using
the same device (see Section 3.1).

We used four holograms as shown in Figure 10, each on a dif-
ferent base document. With our choice of samples and reference
data, we aimed to address the non-trivial case of hologram substi-
tution, since that is rather common according to a document expert
we consulted for our study. Although some of the views we se-
lected (i.e., black patches) may not resemble the typical appearance
of holograms for the public, we believe that the large visual differ-
ence w.r.t. the other image in the pair justifies their use.

We collected data for evaluation through automatic logging on
the test device itself, questionnaires and interviews. For data analy-
sis, we used Matlab, R, and SPSS. Null hypothesis significance test
were carried out at a .05 significance level, if not otherwise noted.

5.3 Procedure

Each participant was informed about the study purpose and the ap-
proximate length prior to the start of the study. The participants
filled out a demographic questionnaire and then conducted the Van-
denberg and Kuse mental rotation test [21]. They were informed
that they would test a total of 12 holograms with three user inter-
faces (four holograms per interface). Although 12 holograms were
shown to the participants as a stack, only a subset of four holograms
was used for all interfaces (see Figure 10).

The following procedure was repeated for all three user inter-
faces. A training phase with both a correct and a fake document
(not appearing in the actual study) was conducted. This also in-
cluded an explanation of application controls along with document
classification and tracking. Participants could test the interface as
long as they liked (on average less than five minutes). After feel-
ing comfortable with the interface, participants were asked to use
the current interface to capture four holograms, one at a time. Af-
ter capturing a single hologram, the system presented its decision
on the validity of the single views and an overall decision (valid,
unsure, invalid). After seeing the system decision, the participants
were asked to fill out a post-task questionnaire, in which they were
asked to assess the validity of the hologram on their own (5-item
bipolar scale: I am totally sure that the hologram is fake ... neu-
tral ... I am totally sure that the hologram is valid). After validat-
ing four holograms with the current interface, the users filled out
a post-interface questionnaire (5-item Likert scale, ease-of-use and
time items of the After Scenario Questionnaire [12]), the NASA
TLX questionnaire (with weighting of items) [5], the AttrakDiff [8]
and Intrinsic Motivation Inventory questionnaires [13].

After having conducted this procedure for all three interfaces,
the participants filled out a final questionnaire, in which they should
choose their preferred interface (overall preference, which interface
was fastest to use, which interface was easiest to use). Finally, they
were asked about the reasons for their choices. Participants received
a voucher worth 10 EUR for their time.

The starting order of both interface and hologram was counter-
balanced. The tasks where blocked by interface. While each par-
ticipant was exposed to each hologram three times we took care to
make them believe it was a separate hologram (by showing a staple
of several documents and hiding from them which document was
drawn out of the staple). Also each participant was exposed to in-
dividual interface-hologram combinations exactly once during the
study. The whole procedure took on average 90 minutes. Partici-
pants could take a break anytime they wanted.

5.4 Participants

19 volunteers (2 female, age M = 26.8,SD = 4.46) participated in
the study. All except one participant owned at least one smartphone
or tablet, where the majority (16) had been using it for at least one
year. In general, participants reported to be interested in technol-
ogy. Thirteen participants had already used an AR application at
least once. Seven participants had never attempted to verify a holo-
gram before. In the mental rotation test, the majority of participants
scored reasonably (M = 0.8,SD = 0.14). With 19 participants as-
sessing 4 holograms with 3 interfaces, we obtained 228 samples.

5.5 Hypotheses

Based on our observation and the insights gained during pre-
studies, we had the following hypotheses: H1: The hybrid UI will
be the fastest among all interfaces. H2: The alignment UI will be
the most accurate one, but slow. H3: The constrained navigation
UI will be the easiest to use.

The hybrid interface combines desirable elements from align-
ment (accurate end position) and constrained navigation (marked
interaction space). With a small number of reference views, check-
ing should be very fast (H1). The revised alignment interface
should assure the most accurate capture positions and consequently
has the best prospects for accurate matching and verification (H2).
This might come at the cost of increased capture time. The con-
strained navigation approach gives most freedom to the user. The
pie slice layout could be familiar to users, although accuracy w.r.t.
single reference views might not be as good and by design, a bigger
space needs to be sampled (H3).



5.6 Findings

We performed an analysis of task completion time, user and system
performance and user experience aspects for hologram verification.

Task Completion Time For capture time (the time from start
of the task until the presentation of system results), a two-way
within-subjects analysis of variance showed a significant main ef-
fect for interface, F(2,36) = 3.60, p = .038, partial η2 = .17 and
a significant main effect of hologram, F(3,54) = 4.04, p = .012,
partial η2 = .18. The interaction between interface and hologram
was not significant.

Multiple pairwise post-hoc comparisons with Bonferroni correc-
tion for interface revealed that the mean score for capture time (in
seconds) for the hybrid interface (M = 37.22,SD = 38.20) was
significantly different compared to alignment (M = 57.01,SD =
55.77) (t(75) = 3.44, p = .001), but not compared to constrained
navigation (M = 44.43,SD = 20.70). Also, there was no significant
difference between constrained navigation and alignment.

Multiple pairwise post-hoc comparisons with Bonferroni correc-
tion for hologram revealed that the mean score for capture time
(in seconds) for hologram 2 (M = 39.61,SD = 29.39) was signifi-
cantly different compared to hologram 4 (M = 55.19,SD = 53.51),
t(56) = −3.23, p = .002, but not compared to hologram 1 (M =
45.58,SD = 40.97) or hologram 3. Also there were no other sig-
nificant differences between holograms. Furthermore, there where
no learning effects for either interface or hologram as indicated by
a within-subjects analysis of variance.

The decision time (the time spent in the summary screens)
over all interfaces was on average 18.45 seconds (SD = 15.32).
A two-way within-subjects analysis of variance showed no sig-
nificant main effect for interface but for hologram F(3,54) =
3.233, p = .029, partial η2 = .152. However, multiple pairwise
post-hoc comparisons with Bonferroni correction for hologram did
not indicate any significant pairwise differences (hologram 1 M =
17.7,SD = 12.72, hologram 2 M = 23.7,SD = 19.54, hologram 3
M = 15.53,SD = 8.85, hologram 4 M = 16.98,SD = 17.54). The
interaction between interface and hologram was not significant.

To summarize, the capture time using the hybrid interface was
significantly faster than the alignment interface and for hologram
2 compared to hologram 4. For decision time, no pairwise signifi-
cant differences could be found. There were no learning effects for
interface or hologram.

User and System Performance Over all participants and
holograms, 79.6% of the users’ decisions were correct (treating
both items ’I am totally sure that the hologram is [in]valid’ and
’I am sure that the hologram is [in]valid’ as correct answers). For
12.5% of the decisions, the users where unsure if the hologram was
valid or fake. An investigation of the effects of the predictors in-
terface and hologram on the dichotomous dependent variable ’cor-
rectness of user decision’ using logistic regression was statistically
not significant. Note that we had to exclude one participant from
this sub-evaluation due to incomplete data.

73.1% of the system decision were correct. The system was un-
sure if the hologram is valid or fake in 11% of all cases. As for
user decision, we used logistic regression to investigate the effects
of interface and hologram on the dichotomous dependent variable
’correctness of system decision’. The logistic regression model
was statistically significant X2(5) = 58.83, p < .0001, explained
37.5% (Nagelkerke’s R2) of the variance in system decision and
correctly classified 81.5% of the cases. The Wald criterion demon-
strated that hologram made a significant contribution to prediction
(Wald X2(3) = 20.80, p < .0001), but interface did not. The sys-
tem only made correct decisions in 50.0% for hologram 1 (neutral:
27.8%, hologram 2 correct: 100%, 3 correct: 94.4%, 3 neutral:
0.04%), 4 correct: 74.1%, 4 neutral: 13.0%).

To summarize, users were able to correctly validate (decide if the
hologram is valid or false) in 80% of the cases, but the system only
in 73%. Hologram was a significant predictor for system decision
with a validation performance for hologram 1 of only 50.0%.

User Experience We investigated ease of use and satisfaction
with task duration with the ASQ, cognitive load with the NASA
TLX, and hedonic and motivational aspects with AttrakDiff and In-
trinsic Motivation Inventory questionnaires, after each participant
had finished using a single interface.

A one-way Friedmann ANOVA by ranks did not indicate a sig-
nificant effect of interface on ease-of-use. Similarly, for satisfaction
with task duration (over all 4 holograms per interface), there was no
significant effect of interface. Note that we had to exclude one par-
ticipant from this sub-evaluation due to missing data.

For cognitive workload as measured by NASA TLX, one-way
Friedmann ANOVAs by ranks did not indicate significant effects of
interface on the subscales (mental demand, physical demand, tem-
poral demand, performance, effort, frustration) or the overall mea-
sure. Due to space reasons and the non-significance of the omnibus
tests, we will not report further statistics here.

Similar, for pragmatic quality (PQ), hedonic quality - identity
(HQI) and hedonic quality - stimulation (HQS), as measured by At-
trakDiff, and for value-usefulness and interest-enjoyment as mea-
sured by the Intrinsic Motivation Inventory, one-way Friedmann
ANOVAs by ranks did not indicate significant effects of interface.

In the final questionnaire, 47% of the participants indicated that
CON was easiest to use (ALI: 21%, HYB: 32%), 42% indicated that
CON was fastest to use (ALI: 16 % HYB: 42%) and 47% favored
CON overall (ALI: 26.5%, HYB: 26.5%).

In summary, the statistical analysis could not indicate significant
effects of the interfaces on usability, workload, hedonic qualities or
intrinsic motivation. Still, about half of the participants preferred
CON overall and indicated that it was easiest to use.

6 DISCUSSION

Our analysis did not fully confirm hypothesis H1. The hybrid in-
terface was the fastest one, taking roughly 40 s for image capture,
being significantly faster than the alignment interface (which took
around one minute for verification). However, the hybrid interface
was not significantly faster than the constrained navigation interface
(ca. 45 s).

While this is a significant improvement over related work ([6],
but using up to six views), this is still a long time span and probably
not feasible for a quick check in a real-world situation. However,
as most checked documents will be originals, an early exit for such
samples could further decrease checking time. As decision time
did not vary significantly between interfaces, they are all suited to
recording data for verification.

Around 73% of the system decisions were correct, which may
seem rather low. As there was no significant effect of any inter-
face, hypothesis H2 does not hold in this regard. If we only ne-
glect wrong decisions (i.e., combine positive and neutral decisions),
the system performance would still be below the combined rate for
user decisions (system: 84% correct vs. user: 92% correct). It
seems that users either came up with their own (more invariant)
similarity measure during the study, or they used additional appear-
ance information gathered through the sampling process for their
decisions, which was not available to our system (e.g., due to non-
matching viewing direction). However, most of the neutral system
decisions (around 63%) were caused by hologram 1 (50 EUR ban-
knote, see Figure 10). This hologram shows rainbow colors, which
is a very difficult case for our matching approach. Together with the
rather conservative parametrization of our system (avoiding false
positives), and the encouraging results of hologram 4 (around 90%
combined rate), we speculate that the type of hologram has consid-
erable influence on its verifiability with the proposed approach.



While the statistical analysis did not indicate significant effects
of interface and user experience measures, we obtained a large
number of comments in the post-hoc interviews throughout the
study. The HYB UI, being the fastest one, was described four times
as ’intuitive’, ’good to use’ or ’easy’ (CON: 7, ALI: 3). However,
four participants reported that the movements required were ini-
tially not clear (CON: 4, ALI: 5). With the CON UI, four users
recognized the freedom in movement. For the slow ALI UI three
users expressed their interest in that UI (’interesting’, ’cool idea’,
’visually best’). One user stated that it was ’easy to spot, what to do,
but difficult to accomplish’. Two users also gave positive comments
about the usefulness of the summary.

For the CON and HYB interface, one user suggested to always
display the pointing rubber band, even when the widget is perfectly
at the screen center. For CON, one user suggested an additional
completion indicator for pie slices involving the pie region itself in-
stead of the border. The same user also suggested to use additional
indicators for viewing ray alignment in the ALI UI.

Despite being the fastest one (around 40 s), the hybrid user in-
terface did not receive the same degree of user consent as the CON
interface when taking into account the comments. Users explic-
itly criticized the final alignment stage involved. As a take away, it
seems that the most efficient interface does not necessarily reflect
the general preference of the user. Such awareness should be con-
sidered for real-world deployments of mobile AR user interfaces
requiring fine-grained maneuvering.

7 CONCLUSION

We designed, implemented and evaluated several different user in-
terfaces for checking holograms within a mobile AR framework for
document inspection with the goal to considerably reduce checking
time for the user. Alignment, constrained navigation and hybrid ap-
proaches using automatic matching were compared in a user study.
Although the hybrid interface had the fastest completion time, users
preferred the constrained navigation interface over the other two
according to the comments received. As each of the interfaces
served equally in the capture of verification data, the choice of UI
(constrained navigation or hybrid) might depend on user preference
or previous training. Still, verification performance of the system
should be improved. Besides parameter tuning, another approach
would be to use more reference data for verification or to neglect
the relationship between appearance and recording position during
matching. However, this would decrease the security of the current
verification approach, since elements having the same appearances
at different viewing positions could not be differentiated anymore.

For future work, we plan to improve document tracking in order
to increase overall robustness and usability. As the hologram type
seems to be a critical factor for robust and efficient checking, we
also want to further analyze our pipeline regarding different types
of holograms and measure their effect on checking time and system
decisions. We have also started experimenting with embedding the
verification interface in a mobile game which makes sure through
game objectives that interesting space gets covered. This might be
particularly useful in educational and training settings.
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