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Fig. 1. Context-preserving visual links connecting related entities in an information visualization framework. Note that the links avoid
occlusion of salient regions and, therefore, choose their routes along the window borders. The small inset shows the visual saliency
derived from the base representation.

Abstract—Evaluating, comparing, and interpreting related pieces of information are tasks that are commonly performed during visual
data analysis and in many kinds of information-intensive work. Synchronized visual highlighting of related elements is a well-known
technique used to assist this task. An alternative approach, which is more invasive but also more expressive is visual linking in which
line connections are rendered between related elements. In this work, we present context-preserving visual links as a new method for
generating visual links. The method specifically aims to fulfill the following two goals: first, visual links should minimize the occlusion
of important information; second, links should visually stand out from surrounding information by minimizing visual interference.
We employ an image-based analysis of visual saliency to determine the important regions in the original representation. A conse-
quence of the image-based approach is that our technique is application-independent and can be employed in a large number of
visual data analysis scenarios in which the underlying content cannot or should not be altered.
We conducted a controlled experiment that indicates that users can find linked elements in complex visualizations more quickly and
with greater subjective satisfaction than in complex visualizations in which plain highlighting is used. Context-preserving visual links
were perceived as visually more attractive than traditional visual links that do not account for the context information.

Index Terms—Visual links, highlighting, connectedness, routing, image-based, saliency.

1 INTRODUCTION

A common task of modern knowledge workers is the identification
of related pieces of information that may be scattered over a display
screen. These pieces of information may be contained in a single view
or distributed among several views or windows. In software devel-
opment, for example, it is common to display multiple views, each of
which shows zero to multiple instances of the same variable or method
in a different context. During debugging, a developer may constantly
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switch between different views, first checking the context of a variable
in one source file, then controlling the runtime value of the variable,
and lastly looking for other instances referencing the same variable.
Examples from the visualization domain are easy to find. Nearly ev-
ery available multiple coordinated view system links the data shown
in separate views. Figure 1 shows an example of a multiple coordi-
nated view system that might be used by a biologist to explore gene
expression values in different views and different contexts.

Real-world systems support such tasks by visually enhancing items
related to the user’s currently selected element. In this way, they
actively guide the user’s attention to these highlighted elements and
make it easier for the user to distinguish important from unimportant
information. Typical highlighting techniques use features that are ef-
ficiently perceived by humans. Examples are changing the color of
an element or drawing a colored frame or background around it. The
Eclipse Java IDE highlights all occurrences of a variable by drawing a
colored frame around each occurrence when one is selected.
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However, the power of traditional highlighting techniques is lim-
ited. For example, the colors used to visually discriminate items of
interest may be difficult to perceive if the interface is cluttered with
information presented in color. Similarly, frames may be too subtle
to stand out from a cluttered display, and modifications to the sur-
rounding information may be either too subtle to be perceived or too
invasive, thereby reducing the legibility of contextual information. In
addition, color is sometimes used as a visual variable to encode other
information.

Because the use of colored frames as highlighting technique is prob-
lematic, several authors have recently investigated the use of visual
links as an additional visual cue to show relations between multiple
entities. We define visual links as continuous shapes such as con-
nection lines, curves, or surfaces which connect or surround multiple
related pieces of information, thereby augmenting a base representa-
tion. A base representation can be any kind of visual representation
and includes images, visualizations, composed representations, multi-
ple view systems, and multiple application windows.

The use of visual links is limited by the additional visual clutter they
introduce, which can potentially occlude other information. To alle-
viate this problem, bundling strategies [6, 8, 9] have been employed to
reduce the number of overall links on screen. However, bundling with-
out the incorporation of knowledge of the visual information that is al-
ready present may still lead to occlusion of underlying content. Thus,
the clever routing of links considering the information underneath has
been identified as a potential direction for further research [23].

The primary contribution of this paper is a technique for routing
and adjusting visual links that considers the information present in
the original scene. Our technique minimizes the occlusion of impor-
tant information when using visual links and makes visual links stand
out from their surrounding base representation. To achieve this goal,
we perform an image-based evaluation of the base representation. As
a measure of how much a region stands out from its surrounding image
regions, we apply an algorithm that computes visual saliency [10]. We
use this measure for routing visual links, such that a minimal amount
of (perceptually) important information is occluded. In addition, we
optimize the amount of visual discrimination between the visual links
and the base representation to increase the visibility of the links.

As a secondary contribution, we conducted a controlled experi-
ment that compared the use of three different highlighting tech-
niques to support typical visual search tasks of knowledge work-
ers: simple color-coded or frame-based highlighting, conventional
(straight) visual links, and context-preserving visual links. The re-
sults of this experiment show that visual links improve performance
on tasks that involve finding related pieces of information on a clut-
tered display. The results also indicate that context-preserving visual
links are the most visually attractive of the three techniques tested.

2 RELATED WORK

Highlighting using color, frames, or even synchronized blinking [22]
is a cue-based focus-and-context technique [1]. In information visu-
alization systems, the synchronized highlighting of multiple items is
referred to as brushing [15]. Other cue-based focus-and-context tech-
niques draw the user’s attention to a focus object by reducing the visi-
bility of the surrounding information. This goal is often accomplished
by decreasing saturation [32], brightness [11, 32], or sharpness [12].
Zhai et al. [32] demonstrated that these methods are strongly preatten-
tive and do not strongly affect the readability of the context informa-
tion. Veas et al. [26] showed that image sequences can be modulated
imperceptibly while still increasing the likelihood that users are look-
ing at a particular item. With all of these techniques the highlighting of
the focus object can be very subtle; in fact, the user is sometimes even
not consciously aware of it. However, Hoffmann et al. [7] showed that
users committed more errors and were more annoyed by a technique in
which the context regions were darkened than by techniques in which
the focus object was highlighting using frames or trails. Thus, explicit
presentations of focus objects may be more desirable in the context of
visual analysis.

All of the abovementioned focus-and-context techniques support
the user in his or her visual search task of finding all occurrences of a
selected entity within a single view or across multiple views. Previous
research has shown that the performance and accuracy of visual search
depends on a number of parameters, that include the number of target
items and distractors [30] and the strength of basic features to support
preattentive texture segmentation [25]. A target that stands out due to
basic features such as color, motion, or orientation, can be discovered
more efficiently [31].

Discovering multiple highlights in an information-dense and het-
erogeneous image is, in many cases, a ‘serial’ search [25]. In such
searching a user must scan the whole image to make sure he or she did
not miss any elements, which is tedious and time-consuming. By using
visual links, these fragmented pieces of information are integrated into
a single meta-visualization. Studies have shown that connectedness
between elements is an even stronger grouping principle than prox-
imity, color, size, or shape [18, 33]. This result means that when two
items are connected, they are perceived as a group, irrespective of their
other visual variables.

Another argument for use of visual links is that they can connect
elements outside the small active visual field [29]. This fact is espe-
cially important when considering the trend to large, high-resolution
displays that often significantly exceed the visual field. It has been
shown that visual links are more efficient than simple frames in guid-
ing attention to a single highlighted element on a large display [7].

Examples of the use of visual links in this context can be found in
the work of Risch et al. [20], in the tree map overlays with graph links
of Fekete et al. [4], in Semantic Substrates [23], in Streit et al.’s con-
nections between pathways [24], in Bubble Sets [3], and in the Match-
maker technique [14]. In VisLink [2], generalized visual links are used
to connect different visualization techniques, an approach also taken
by Caleydo [13]. Visual Links across Applications [27] extends visual
links to connect arbitrary desktop content. However, none of these
visual linking techniques considers the base representation. Thus, de-
pending on the visual content of the base representation, the use of
visual links may lead to occlusion of valuable content or poor recog-
nizability of the links themselves.

While straight connection lines are the most common form of links,
curves, ribbons, and surfaces can also be used. The decision regard-
ing which style to use depends on the content of the visualization.
In visualizations with mainly symmetric content, curved connection
lines stand out and are, therefore, easier to discriminate [7]. In ad-
dition, elements connected by smooth (curved) lines are more easily
perceived as related [29, p.193]. Because they are smoothly routed
around important content, our context-preserving visual links address
these considerations.

3 OVERVIEW

Context-preserving visual links aim to address two major disadvan-
tages of visual links. First, because visual links are a visually promi-
nent highlighting technique rendered on top of the base representation,
their use can lead to the occlusion of important content. Second, if the
base representation is visually cluttered, visual links may be difficult
to perceive. We address these problems by taking an image-based de-
scription of the base representation into account when constructing
and rendering visual links. To preserve important context informa-
tion, we introduce a routing algorithm to reduce overlap with impor-
tant base representation content. We formulate visual links routing as
an optimization problem in which four optimization criteria should be
satisfied. These criteria are as follows:

O1 Visual links have minimal length and thus can be followed effi-
ciently

O2 The amount of occluded information in the base representation is
minimal

O3 Links are visually distinguishable from the base representation

O4 Multiple links in close proximity are bundled in such a way that
context occlusion can be further reduced.
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Because some of these criteria interfere with each other, finding an
optimal route for visual links is a challenging task, even for simple
cases. Consider the example of two related points at the opposite pe-
riphery of a scatterplot. The shortest link between two such points is a
straight line across the scatterplot (Figure 2(a)). However, drawing this
line leads to occlusion of a series of points in the visualization. On the
other hand, bending the link around the entire scatterplot avoids oc-
clusion at the cost of a long connection line (Figure 2(b)). Thus, the
goal is to find a good trade-off among the four optimization criteria, as
shown in Figure 2(c).

(a) (b) (c)

Fig. 2. Routing of context-preserving visual links: (c) trade-off between
(a) occlusion of the base representation’s content and (b) link length.

Despite optimized routing, it may not be possible to entirely avoid
occlusion of important information in the base representation, which
leads to two potential problems. First, if the links do not visually
stand out, they may be difficult to perceive; second, occlusion leads
to problems with the readability of the base representation’s content.
If occlusion cannot be avoided, we analyze the base representation and
either adjust the links’ appearance to the base representation or locally
modulate the base representation around the links. The aim of this pro-
cedure is to make links visually distinct from the base representation
and to ensure legibility of the text below the links.

In order to take into account the visual context of the base repre-
sentation, we analyze the rendered image that forms the output of the
visualization pipeline. This image-based analysis allows for a flexi-
ble employment of our technique in a variety of applications such as
visualization frameworks, image viewers, or even the window man-
ager. In Section 4, we will demonstrate how a thorough analysis of the
base representation’s rendered image can be used to ensure context-
preserving routing of visual links; in Section 5 we will show how the
visual representation of the links can be automatically adjusted to the
background.

4 CONTEXT-PRESERVING LINKS ROUTING

In this section, we discuss the steps taken to meet the aforementioned
optimization criteria for context-preserving routing of visual links.
The algorithm begins by collecting information about the highlight
regions (the set of image regions, each containing one of the possibly
related items that should be emphasized) and the base representation
(Section 4.1). This information is merged into a common penalty map
that provides a unified image-based description of penalties for the
links’ routes on the base representation (Section 4.2). Based on this
penalty map, the routing algorithm aims to find the shortest links with
minimal penalty (Section 4.3).

4.1 Input Data
For any type of visual links routing, a basic set of input parameters
(minimally, the position, shape, and color of the highlight regions
and a specification of how they should be interconnected) is required.
To describe interconnectivity, we use the notion of clusters. Multiple
nodes forming a cluster will have a link originating from every high-
light region; these links meet at one common point, the cluster point
pc. Because the location of the cluster point pc is initially unknown,
determination of its optimal location is subject to the routing algo-
rithm. Multiple clusters can be linked by connecting their individual
cluster points as illustrated in Figure 9.

For conventional link routing, which does not take the base repre-
sentation into account, the information about the appearance and loca-
tion of the highlight regions and their connectivity is sufficient. How-
ever, to ensure context preservation, our routing algorithm additionally
requires a description of the base representation, that is, the rendered
image which is given by the output of the visualization pipeline.

4.2 Penalty Map
To generate context-preserving visual links using our technique,
knowledge of which image areas are allowed to contain visual links
and which regions should be avoided is necessary. We derive the
penalty a link will receive for covering a certain point from the base
representation image combined with information about the highlight
regions and concurrently present linksets.

4.2.1 Importance Map
To satisfy the optimization criterion O2 presented in Section 3, we
require a description of pixel-wise importance in the base represen-
tation. We, therefore, utilize the concept of importance maps [28].
Importance maps encode the importance of each pixel in an input im-
age using a model of saliency-based visual attention [10]. Models of
saliency take the biological properties of the human visual system into
account [10] and can predict the likelihood of a user looking at a partic-
ular item [21]. This strategy assigns high importance to areas that are
visually prominent compared to their surroundings; it works irrespec-
tively of the background color. Using this technique, color disparities,
intensity changes, and high-frequency textures will be assigned a high
importance. Because important information is usually encoded using
strong visual variables such as these, we found this perceptual measure
sufficient to reliably identify important image content. Figure 1 shows
the resulting importance map of a multi-view visualization system.

For our routing algorithm, the importance map is the foundation for
occlusion avoidance. A low image importance (and therefore a low
penalty) means that a link routed over this region will not cover any
crucial information, whereas covering a region with high importance
values implies a high probability of information occlusion.

4.2.2 Color Similarity
To satisfy O3, we additionally encode penalties into our map when
visual discrimination of links with respect to the base representation
cannot be guaranteed. As a measure of visual discrimination, we de-
termine the color similarity between the predefined link color and the
base representation’s color at respective pixels. We analyze the col-
ors in the CIE L∗C∗

abhab color space and determine color similarity
as the inverse of the ΔE∗

94 distance metric [19]. A high color similar-
ity means that the link will hardly be distinguishable from its vicinity,
while a low value indicates that link and context are sufficiently dif-
ferent. Thus, the higher the similarity, the higher the penalty added to
the penalty map at the respective pixel. Figure 3 illustrates how color
similarity influences links routing.

(a) (b)

Fig. 3. (a) Ignoring the link’s color for route selection produces links that
might be difficult to distinguish from the input image. (b) An additional
penalty describing the similarity between the link’s color and locally ap-
pearing image color is used to avoid areas of similar color.

Determining color similarity is necessary only if the link color is
predefined and should not be modified. However, because connected-
ness is a strong visual variable, the color of links often does not encode
any meaning. Thus, an alternative to routing links around similarly
colored image regions is adjusting the links’ color to the prevalent
background color, as discussed in more detail in Section 5.
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4.2.3 Highlight regions
So far, only visual features derived from the base representation have
been considered in the penalty map. However, the highlight regions
themselves are similarly important and should not be covered by visual
links. In particular, if highlight regions are small, as in the example of
Figure 4, they can be easily overlooked when occluded by a link.

(a) (b)

Fig. 4. If other highlight regions are not considered during the route-
finding process, undesired effects are generated. (a) Small highlight
regions are occluded by the link and can be hardly recognized. (b) We
add a blurred version of every highlight region to the penalty map to
make links avoid other highlight regions, if possible.

We, therefore, increase the penalty at and near every highlight re-
gion by blurring its shape and inserting it into the penalty map with
a high value. The blurring factor can be used to control the minimal
distance between links and highlight regions. This effect is shown in
Figure 9(a), in which regions of high penalty around highlight nodes
are clearly visible.

4.2.4 Multiple Linksets
Similarly to the above-described avoidance of highlight regions, the
routing algorithm should also take into account preexisting linksets.
For instance, multiple linksets are required, if two or more set rela-
tionships should be emphasized concurrently [3] or if the system al-
lows multi-selections. Treating these sets completely independently
can lead to interferences, such as multiple crossings between links of
different sets or partial overlap of link routes. To avoid this prob-
lem, the penalty map is incrementally extended as multiple linksets are
routed. Given multiple linksets with predefined priorities, the highest
prioritized set is routed according to the penalty map encoding the im-
portance map, color similarities, and highlight regions of all linksets.
For all lower prioritized sets, information about the previously gener-
ated sets is incorporated by adding their visual representations to the
penalty map. Increasing the weight of higher prioritized linksets in the
map also increases the detour subsequent linksets will take before they
cross an existing link (cf. Figure 5).

4.3 Routing
We formulate route finding as an optimization problem in which link
length is weighted against the accumulated penalties of the link de-
rived from the penalty map. The cost function C for a set of highlight
regions Ω forming a single cluster is defined as

C = ∑
n∈Ω

⎛
⎝αL

∫
Rn

dRn +αP

∫∫
x∈An

P(x)dx

⎞
⎠ . (1)

The first term of the weighted sum describes the length of a link’s
route Rn starting at node n and ending at the common cluster point pc.
The second term describes the penalty accumulated for a link n; the
penalty is formed by an integral over the area An made up by the link
where P(x) corresponds to the combined penalty map entry at point x
as described in Section 4.2. The weights αL and αP control the trade-
off between the link lengths (O1) and the amount of penalty by the
base representation (O2 and O3). Increasing the value for αL tight-
ens the links, while increasing αP forces the links to preserve more
important context information.

In a subsequent step, the routing algorithm simplifies complex link
structures by merging adjacent links to fulfill O4. This method is of-
ten referred to as ’edge bundling’ [6, 8, 9]. Bundling merges segments

(a) (b) (c)

Fig. 5. (a) Multiple linksets with no knowledge of each other might over-
lap significantly. (b) Encoding the first set (red) with little penalty for
the construction process of the second set (blue) lowers the overlap be-
tween the two sets. (c) Increasing the penalty forces the second set to
accept greater detours before crossing the first set.

of adjacent links, which lowers the overall link length and covered
penalty. Mathematically, we describe the cost reduction α̃i by lower-
ing both αL and αP when n links share a common route by

α̃i =

(
s+

1

n− s/(s−1)

)
·αi, (2)

with i ∈ {L,P} and where s is limited to 0 ≤ s < 1 and controls how
aggressively bundling should be enforced.

5 APPEARANCE ADJUSTMENTS

Let us assume that we can construct links that are optimal in terms of
equations (1) and (2) with respect to the chosen weights. Although
these links will be optimal according to the trade-off between the four
optimization criteria, this fact does not guarantee that occlusions can
be completely avoided. As examples, consider links connecting words
in a text paragraph, points in the center of a scatterplot, or space-filling
visualizations. To ensure sufficient visibility of the links and legibility
of background information in such scenarios, we adjust the appearance
of visual links to the base representation.

5.1 Link Color Selection
If the link color does not encode any predefined meaning, we can in-
crease the link’s visibility by adjusting its color. A visually easily
distinguishable link color is automatically selected by maximizing the
perceivable color difference between the link and its vicinity. We cre-
ate a color histogram of the image regions along the link. The his-
togram is then smoothed, and its entries are considered as negative
votes for the link color. The color with the lowest number of votes is
selected as the link color. To permit more control over the link color
selection, voting can also be applied against a predefined color palette
instead of the entire color space.

5.2 Local Color Modulation
Determining a single optimal color for the entire link may not be suffi-
cient to create links that can be visually discriminated from a cluttered
background. In these cases, local color modulation of either the link’s
color or the base representation’s color near the link can help increase
the link’s visibility. Local color modulation is applied during render-
ing by moving the link’s color and the surrounding color on the base
representation in opposite directions along their connection line in CIE
L∗C∗

abhab space. Figure 6 shows an example in which the links’ vicin-
ity has been slightly modulated, leading to a halo-like glowing effect
of the links. Because modifications to the base representations are of-
ten undesirable in information visualization, this step is optional.

5.3 Opacity Modulation
A well-known problem of cue-based focus-and-context techniques is
their potentially negative impact on the legibility of background infor-
mation. Consider, for instance, the example shown in Figure 7. In this
example, even though links are mainly routed around important image
regions, occlusion of text or scatterplot items cannot be completely
avoided.
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Base representation taken from http://www.smartmoney.com/

Fig. 6. Context-preserving visual links connect related elements in a
space-filling treemap. The optimal link color has been automatically
determined, and local color modifications make the links more visually
distinct.

Fig. 7. Multiple linksets connecting heterogeneous information in a win-
dowing system. Note that if occlusion cannot be avoided, the links’
opacity is locally decreased to guarantee readability.

To avoid this problem, we apply additional appearance adjustments
to visual links to guarantee the readability of text. To do so, we need
to know which areas in the image contain text and which pixels form
the characters. We rely on the simple assumption that text (or at least
single words) is usually rendered in uniform color on a uniform back-
ground. We use this property to identify text directly from the input
image using a histogram analysis. The input image is sub-divided into
small patches, and color histograms are computed for all patches. If
the histogram of an image patch is bimodal (i.e., indicating two dom-
inating colors), we assume that the patch contains text with the more
prominent color representing the background color. The histogram
analysis not only responds to text but to all areas that show a domi-
nant background color with little additional information, such as the
scatterplot in Figure 7.

In image patches identified as text or as other bimodal image data,
we gradually reduce the link’s alpha value near foreground pixels (i.e.,
the non-dominant color in the bimodal histogram); this change makes
the links appear to be rendered behind the text. An exemplary result
is shown in the lower inset of Figure 7; in this example the text is still
readable although a link with a similar color crosses relevant portions
of the text.

6 IMPLEMENTATION

Our current system combines the advantages of both CPU and GPU
to generate context-preserving visual links for interactive scenarios.
Image operations are executed on the GPU using OpenGL and GLSL
shaders, while sequential tasks are written in C++ and performed on
the CPU. We assume that the base representation is generated with
OpenGL and thus can be directly used as an input for shader-based
saliency analysis [16], which yields the importance map. Using cus-
tom GLSL shaders, the penalty map is generated by extending the im-
portance map to include color similarity, highlight regions, and infor-
mation about other linksets. The penalty map is then down-sampled
and transferred to the CPU, where links are routed according to the
four optimization criteria. Afterwards, discretization artifacts are re-
moved and the links are rendered using OpenGL; while at the same
time, appearance adjustments are applied using custom GLSL shaders.

Using this pipeline, the overall system framerates remain interac-
tive. The system performance on a Quad-Core 2.80 GHz CPU and
NVIDIA GeForce GTX 480 is roughly given by 30 ms for the penalty
map generation for an input image of 1280 × 1024 pixels, 400 ms
for links routing of 20 highlight regions in one cluster uniformly dis-
tributed over the input image using a down-sampling factor of 8 for
the penalty map and 200 ms for edge bundling. The other parts of the
pipeline do not noticeably influence the system’s performance.

Because links routing is the most time-consuming and complex part
of the algorithm, we focus on this step in the subsequent sections of
this paper. As a first step, we construct a discrete version of the prob-
lem definition given in Equation (1) and discuss the applied simplifica-
tions used to make the problem feasible. We then split this setup into
multiple shortest path problems and take their solutions to define the
cluster point pc and the optimal link routes for a single cluster. Finally,
we consider connections between multiple clusters and edge bundling.

6.1 Optimization
The crucial process for the discretization of Equation (1) is the param-
eterization of the link routes. In our system, the link routes are defined
by a variable number of anchor points, and the link-segments, which
are the connections between these anchor points, are straight lines. We
restrict these anchor points to a uniform grid G. Each grid cell corre-
sponds to one pixel in the down-sampled penalty map. The distance
from one anchor point to the other is further limited by the Moore
neighborhood on G, i.e., only connections to the eight surrounding
grid points are possible (see Figures 8(a) and 8(b)). A single link’s
cost, which includes its length and accumulated penalty, can now be
computed by the sum of all link-segment costs. We approximate the
cost of a single link-segment by

Si ≈ αL · li +0.5 ·αP · (P(ri)+P(ri+1)) ·w · li, (3)

where P(ri) and P(ri+1) correspond to the two penalty map entries at
the anchor points, w is the link’s width, and li is the segment’s length.

(a) (b) (c)

Fig. 8. (a) Closeup view of the penalty of the pathway shown in Figures
1 and 7 with two highlight regions. (b) A grid structure and a locally aver-
aged penalty are used to simplify the problem. Every link is constructed
of straight line segments only. (c) This coarse solution is smoothed in an
additional step to generate visually pleasing context-preserving links.
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We begin the search for optimal link routes with the only known in-
formation about the route: the links’ starting points, which are defined
by the locations of the highlight regions. To find the common cluster
point pc, we compute the cost associated with reaching each grid point
for every link and select the grid point with the minimal summed cost.
To compute the best route for reaching any grid point, a single-source
shortest path algorithm such as Dijkstra’s algorithm [5] can be used.
We, therefore, represent the grid as a graph in which every grid point
defines a node with edges according to the Moore neighborhood. The
edge weights are set using the approximation of the link segment cost
(Equation (3)). The shortest path algorithm yields both, the cluster
point and the optimal route for reaching this point.

To increase performance, we interleave the shortest path computa-
tions for all links that form a cluster by unifying their priority queues.
In this way, we can assure that the cluster point is among the first nodes
found that are reached by all links. If one such node is positioned at
the front of the priority queue, there exists no other node with lower
summed cost and the search can stop immediately.

6.2 Connecting Clusters

Thus far, we have only dealt with nodes that form a single cluster. In
some scenarios, e.g., in multi-view systems, it is desirable to form a
cluster in every view and subsequently connect these sub-clusters to
a main cluster. Because the sub-clusters are connected by links (cf.
Figure 9), we treat them similarly to highlight regions and again use
the aforementioned shortest path algorithm to find the links optimally
connecting them. The main difference between this case and the pre-
vious scenario is that here, because the location of sub-cluster points
can be influeced by other sub-clusters, the starting points for the links
are also unknown (Figure 9(b-d)). To solve this problem, we first run
the shortest path algorithm for all sub-clusters, which yields the cluster
cost Csub at each grid point. These costs are visualized for two clusters
in Figure 9(a). Next, Csub is used to weight the possible starting points
for the computation of the main cluster, as shown in the following
equation:

S j(gk) =
1

B
·

Nsub

∑
i=1

Csub,i(gk)/Nsub

In this equation, S j defines the initial cost at location gk and Nsub cor-
responds to the number of links in sub-cluster j. We call B the bending
factor because it influences how much the sub-cluster’s links are bent
towards the main cluster point (cf. Figure 9). If B is set to zero, the
sub-cluster points remain unchanged. A high bending factor moves
the sub-cluster points closer together.

To define the main cluster’s link routes, we again use the informa-
tion provided by the shortest path algorithm. However, in this case,
the end points of the main cluster routes are not located at a highlight
region but instead define the adjusted cluster points of the sub-clusters.
Results from the previously computed sub-clusters’ shortest path algo-
rithm are used to construct the optimal routes connecting the adjusted
sub-cluster points with their associated highlight regions.

6.3 Link Construction and Bundling

As a final step, edge bundling is applied. We could directly insert the
α reduction, described by Equation (2), into the edge weights given in
Equation (3). However, this process introduces interdependencies be-
tween individual links that cannot be covered by the shortest path algo-
rithm. To keep the system interactive, we, therefore, employ bundling
not during route finding but as an additional step that locally alters the
routes given by the shortest path algorithm.

Starting at the cluster point, we compute the cost for all combina-
tions of bundles in all eight directions, choosing the combination with
the lowest cost as the new route. For all of the links routed along the
same edge, we iteratively apply the same procedure to the next nodes
until all bundles have been split. The link routes now consider all
four optimization criteria. In a final step, we remove the straight line
segments introduced by the discretization step by applying Gaussian
smoothing as depicted in Figure 8(c).

(a)

(b) B = 0.1 (c) B = 2 (d) B = 5

Fig. 9. (a) Two linksets with their individual cluster costs encoded with
color. Note how the cluster cost distribution is limited by the country
outlines, which are treated as important information in this plain image.
Clustering around the highlight regions (blank area around the nodes) is
prevented by inserting them into the penalty map. (b) A very low bending
factor B leaves the cluster points in place, when clusters are connected.
(b-d) Increasing B pulls the sub-cluster points closer together.

It is often desirable to visualize how many links are bundled to-
gether, which we encode by a linearly increasing link width. This en-
coding helps the user identify in which direction he or she can expect
the highest number of highlight regions and is especially advantageous
for large displays and, therefore, long links. The technique is subtly
applied in Figure 1 and is clearly visible in Figure 7.

7 APPLICATION SCENARIOS

As the primary application area for context-preserving visual links,
we consider highlighting for complex visualizations. Our technique
takes the base representation and the selected highlight regions as an
input and renders the links on top of the base representation. With this
general approach, a large variety of applications can be supported.

Visualization systems can apply context-preserving visual links on
top of a single view to visually indicate multiple elements related to
the user’s current selection. For instance, in the space-filling treemap
of Figure 6, a user investigates the prices of shares she has invested in.

As a more generalized approach, context-preserving visual links
could be facilitated on a windowing system level utilizing an infras-
tructure similar to visual links across applications [27]. In this infras-
tructure, highlight regions are synchronized across multiple applica-
tions and collected by a central management instance. Links are then
rendered on top of the desktop imagery by the window manager. Be-
cause importance maps of the entire desktop can be directly inferred
from the window manager [28], context-preserving visual links can
be extended across multiple application windows (e.g., Figure 7) or
across arbitrary GUI elements such as borders of individual views or
unoccupied menu bars of a multi-view application (e.g., in the Caleydo
visualization framework [13] as shown in Figure 1).

Because our technique supports multiple concurrently visualized
linksets (cf., Figure 5), our concept of context preservation can also
be applied to set visualizations [3] to encode different sets of items on
top of visualizations with a fixed spatial encoding. Figure 7 shows an
example in which links of different colors encode car brands across
multiple application windows. The scatterplot visualizes the relation-
ship between the cars’ weights and their acceleration. Using context-
preserving links, the properties of cars of the different brands are
clearly visible. In the right window, highlights in the text help the
user infer how different car brands are related historically.
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Despite their general utility, context-preserving visual links are not
suitable for all types of visualizations because the strong curvature
of the links caused by context preservation of the routing algorithm
may be interpreted as semantic meaning. For instance, encoding se-
mantically related geographic locations on a map using our irregularly
curved links may be misunderstood as an attempt to represent a street
route connecting two locations. Similarly, a link carefully routed be-
tween two data clusters in a scatterplot may increase the perceived dis-
tance between the rendered data points and could suggest some kind
of subdivision. Another problematic scenario is the use of context-
preserving links in free-floating views used in 3D visualization sys-
tems such as VisLink [2] or Caleydo’s Bucket [13]. Because our routing
algorithm relies on a 2D representation of the output image, context-
preserving links may interfere with the user’s depth perception.

8 USER STUDY

We conducted a controlled experiment to evaluate the effectiveness
of context-preserving visual links for visual search in complex visu-
alizations. We compared context-preserving visual links to two other
highlighting techniques, conventional color-coded or framed elements
and straight visual links without occlusion avoidance.

We recruited 18 participants (aged 22 to 30, 14 males, 4 females)
from local universities. The participants were from the fields of com-
puter science, economics, medicine, and art history. Ten participants
indicated that they had experience with visual data analysis.

8.1 Highlighting Techniques
We compared three different highlighting techniques:

Highlighting (H) draws frames around focus elements or renders
these elements in distinct colors. This widely adopted technique
served as a baseline condition in our experiment.

Visual links (L) are naı̈vely routed, straight lines that visually con-
nect elements highlighted as in technique H. Connection lines are bun-
dled according to the algorithm given in Section 6.3. However, the
base representation is not taken into account for links routing.

Context-preserving visual links (CL) use our algorithm, which
satisfies the optimization criteria, as proposed in Section 4.

The top row of images in Figure 10 shows an example of the three
highlighting techniques applied to the same base representation. The
appearance adjustments described in Section 5, were applied to all
three techniques if the highlight regions were evaluated as subjectively
difficult to perceive in a pilot study.

8.2 Task and Apparatus
Users were asked to perform a modified visual search task. In a con-
ventional visual search task, the user looks for a specific target item
within multiple distractors; a single instance of the target is usually
present in about 50% of the presented images [30]. In our experi-
ment, users were required to identify multiple targets within complex
images that were visually enhanced by one of the highlighting tech-
niques described above. This task represents a typical visual search
task of knowledge workers, who need to scan related elements in mul-
tiple views or items related to their current selection in a single visual-
ization. To assess whether users identified all the highlighted elements
in the image, we asked them to count as accurately and quickly as
possible the number of elements found. Users were instructed that
accuracy was considered more important than task completion time.

Because we did not wish to limit our technique to a single sce-
nario, we presented users with 16 different use case images for each
technique. These images included scatterplot matrices, biochemical
pathways, satellite images, and treemaps as well as multiple appli-
cation windows containing text, images, and maps (Figure 10). In
addition, we varied the number of highlighted elements across these
images from 5 to 12, with two occurrences each.

Images were presented to the participants on a 19” monitor with
1280 x 1024 pixels. Users were seated 70 cm from the monitor. The
participants’ eye movements were captured using an SMI monitor-
mounted eye tracker operated at 60 Hz. To limit the users’ head move-
ments and reduce physical effort, a chin rest was provided.

To assess the amount of context preservation for each of the high-
lighting techniques, we used various software benchmarks to evaluate
the resulting images. We measured the amount of occluded informa-
tion by comparing the base representation’s importance map with the
resulting importance map including the highlights. In addition, we
calculated the increase of visual clutter in the image compared to the
plain base representation using two measures of visual clutter intro-
duced by Rosenholtz et al. [21], feature congestion (FC) and sub-
band entropy (SE). The accumulated measures across all 16 images
show that H causes the least occlusion increase in the base represen-
tation and that L causes the most (Oh = 0.8%,Ol = 1.97%,andOcl =
1.28%). The clutter measures of Rosenholtz et al. [21] indicate that
H slightly decreases visual clutter compared to the plain base repre-
sentation (FCh = −0.77% and SEh = −0.36%) and that both link-
ing techniques lead to a clutter increase; CL causes more measurable
clutter (FCcl = 3.57% and SEcl = 2.5%) than L (FCl = 2.52% and
SEl = 1.23%).

8.3 Design and Procedure
The study was conducted as a within-subjects experiment with three
experimental conditions (highlighting technique) and 16 repetitions
(images) for each condition. For each trial, we measured task com-
pletion time and correctness. Users loaded a new image by pressing a
key and were asked to press the same key again as soon as they counted
all occurrences; this press caused a blank background to be displayed.
Then, the user reported the number of highlighted elements to the ex-
perimenter, who noted it. Task completion time corresponded to the
duration the image was displayed. As a measure of correctness we de-
termined the deviation of the reported numbers from the actual number
of highlights. Results from the 16 repetitions were accumulated.

Prior to the experiment, users were tested for color-blindness and
given a warm-up period with 18 images. After each condition, the
users were required to assess their subjective satisfaction with the
highlighting technique on a questionnaire containing seven questions.
Upon completion of the experiment, they were asked to assess their
overall preference and to participate in a semi-structured interview.

The sequence of the conditions was counter-balanced and the se-
quence of the 16 images per condition was randomized. We used the
same images for each technique. To avoid learning effects due to the
within-subjects design, we varied the location of highlight regions in
the three conditions while keeping the distribution of distances be-
tween the highlight regions approximately constant.

8.4 Hypotheses
The major goal of the experiment was the assessment of the effec-
tiveness of visual links and of context preservation of links on visual
search task performance. It should be remembered that context infor-
mation was not required for the visual search task and that the aim of
the experiment was not to assess the amount of context preservation
provided by the different highlighting techniques or the effect of such
preservation on context information perception. To evaluate this as-
pect, a more complex visual analysis task would have been requiring.
We therefore evaluated context preservation solely based on software
benchmarks (cf. Section 8.2).

We formulated the following three hypotheses for this experiment:
[H1] Visual links lead to a better performance than conventional

highlights.
Because connectedness is a strong visual variable, we expect visual
links to outperform conventional highlighting. Although this hypothe-
sis does not directly address the core aspect of this paper, this question
has, to the best of our knowledge, never been evaluated using multiple
highlighted elements in complex visualizations. Corroboration of this
hypothesis is necessary to fully motivate our approach of using visual
links to effectively highlight related items for visual analysis tasks.

[H2] Context-preserving visual links do not have a negative impact
on performance.
Context preservation of visual links leads to longer links with more
complex shapes. Following such a complex link probably requires
more mental effort than following a straight line. However, we think
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(a) (b) (c)

Fig. 10. The three highlighting techniques evaluated in the experiment: (a) simple highlighting (H), (b) straight visual links (L), and (c) context-
preserving visual links (CL). The top row shows one set of images presented during the experiment; the bottom row illustrates the corresponding
recorded gaze plots for the 18 participants, each of which is represented by a different color. The dots indicate fixations, size encodes the fixation
duration (dwell time), and the connecting lines show the gaze paths (saccades). While simple highlighting creates irregular search patterns, both
linking techniques strongly guide the user’s gaze.

that the easier recognizability resulting from better discrimination
from the background information due to occlusion avoidance out-
weighs this additional effort, resulting in a performance comparable
to that obtained using naı̈vely routed, straight links.

[H3] Context-preserving visual links have a positive impact on user
satisfaction.
Although the context information in the base visualization is not re-
quired for our visual search task, we assume that the user acceptance
of context-preserving visual links is higher because the appearance of
such links is adapted to the base representation. We hypothesize that
the decreased amount of occlusion that is due to the optimized routing
subjectively outweighs the higher measurable visual clutter.

8.5 Results

We measured the time users needed to count the highlighted elements
in an image (defined by the time period an image was displayed), the
correctness of the reported highlight element numbers, and subjective
measures, which were addressed by evaluation questionnaires. Perfor-
mance (i.e., task completion time and correctness) measures were eval-
uated using repeated measures ANOVA (α = .05) with Bonferroni-
adjusted post-hoc comparisons. Questionnaire answers, which were
given on a seven-point Likert scale, were analyzed using Friedman
non-parametric tests (α = .05) for main effects and post-hoc compar-
isons using Wilcoxon Signed Rank tests with Bonferroni adjustments.
Performance results are illustrated in Figure 11 and questionnaire re-
sults are given in Figure 12.

8.5.1 Performance

We found a significant main effect for task completion time (F2,34 =
13.994, p < .001). Post-hoc comparisons revealed that completion
time was significantly higher with H (th = 4897ms) than with either
linking technique (tl = 4176ms and tcl = 4024ms), as illustrated in

Figure 11(a). The difference in completion time between L and CL
was not significant.
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Fig. 11. Performance results: average and standard error of (a) task
completion time (ms) and (b) error rate (average deviation of the re-
ported number from the actual number of highlights per image).

Because participants were instructed that correctness was more im-
portant than speed, the error rate was generally low. On average, users
had a misestimation of 0.07 elements per image across all techniques;
the percentages of erroneous trials were 13.2%, 12.5%, and 6.9% for
H, L, and CL, respectively. The main effect for correctness was border-
line significant (F2,34 = 3.572, p = .039); we found no significant dif-
ferences in Bonferroni-adjusted post-hoc comparisons. Figure 11(b)
gives the measured error rates.

8.5.2 Subjective Assessment
The questionnaire item assessing subjective speed (I could find high-
lighted elements very quickly, χ2(2) = 20.548, p < .001) was rated
significantly higher for the linking techniques than for H. The ques-
tionnaire item assessing subjective correctness (I am sure I did not
miss any highlighted element, χ2(2) = 18.681, p < .001) was rated
highest for CL, and the difference was significant with respect to H.
Users assessed the mental demand (The task was very mentally de-
manding, χ2(2) = 9.692, p = .008) as higher for H than for L and
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CL. We did not find any differences in the assessments of the back-
ground visibility (The background (non-highlighted) information was
clearly visible, χ2(2) = 2.607, p = .272) or the amount of visual
clutter (The highlighting technique introduced a high amount of vi-
sual clutter, χ2(2) = 6.632, p = .036). However, the ratings of vi-
sual attractiveness (The highlighting technique was visually pleasing,
χ2(2) = 23.831, p < .001) show that users assessed CL as more vi-
sually pleasing than either L or H. The usefulness (The highlight-
ing technique would be beneficial for my every day computer work.,
χ2(2) = 23.825, p < .001) was assessed as significantly lower for H
than for either of the linking techniques. Similarly, the overall pref-
erence scores assigned after the experiment show a higher acceptance
of the two linking techniques than of H. On average, all questionnaire
items received a higher assessment for CL than for L as illustrated in
Figure 12.
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Subjective 
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Mental 
demand*

Background 
visibility

Visual clutter* Visual 
attractiveness

Usefulness Overall 
Preference

H L CL

Fig. 12. Questionnaire results (average and standard error) on a 7-point
Likert scale, in which higher is better. Results marked with * have been
inverted.

8.5.3 User Feedback and Eye-Tracking Data
In the interview, four users mentioned they disliked H because of an
inability to clearly see highlighted elements on cluttered background.
Others reported that highlighted elements were easy to miss; thus, sim-
ple highlighting was described as ‘more mentally demanding’ than the
linking techniques. Five users reported that they appreciated visual
links in general because clustered elements were easier to count, and
no sequential scan of the image was necessary.

An exploratory analysis of the recorded eye-tracking data supports
this informal user feedback. The fixation patterns in the gaze plots
shown in Figure 10 illustrate how users sequentially scanned the entire
display. As illustrated in the exemplary gaze plot, gazes were unstruc-
tured in H (Figure 10(b)). In contrast, the visual search area for the
two linking techniques was much smaller. In particular, fixations on
the cluster points are clearly visible.

The feedback on context-preserving visual links obtained in the in-
terviews was generally positive. Seven users mentioned that context-
preserving visual links look ‘cooler’, ‘better’, or ‘more organic’. Two
users described them as more ‘cluttered’. Five users explicitly men-
tioned that they appreciated that context-preserving visual links do not
cover background (text in particular). One user said ‘they are well vis-
ible and the background is also still visible, so they are easy to follow’.

8.5.4 Discussion of Results
Based on the results of our experiment, two of our hypotheses are fully
supported, and one is partially supported, as described below.

[H1] Visual links lead to a better performance than conventional
highlights.
The higher task completion time and the (mostly) lower subjective as-
sessment of simple highlighting compared to both linking techniques
supports this hypothesis. This trend is also reflected in the informal
user feedback in which highlighting was described as more mentally
demanding as well as in the eye tracking data where more unstruc-
tured scan paths are evident with simple highlighting than with the
visual linking techniques. Previous work [7] has shown that combin-
ing frames and trails is more effective in guiding a user’s attention to
a single target at a far distance than the use of frames alone. Comple-
menting this work, we were able to show that adding trails is also ben-
eficial for locating multiple targets on a conventional monitor where
no items are placed outside the user’s field of view.

[H2] Context-preserving visual links do not have a negative impact
on performance.
Because we found no difference between the two linking techniques
in task completion time or correctness this hypothesis is supported.
Our results show that even though context information is not required
for a simple search task, adding context preservation to visual links
neither increases the perceived complexity of a visual search task nor
measurably influences task performance.

[H3] Context-preserving visual links have a positive impact on user
satisfaction.
Based on our questionnaire results, this hypothesis is partially sup-
ported. We did not find any differences in the subjective assessment of
mental demand, in the perceived background visibility, or in the over-
all user preference. Interestingly, we also did not find any difference in
the subjective evaluation of visual clutter, even though software mea-
sures by Rosenholtz et al. [21] indicate that context-preserving links
cause the most pronounced clutter increase. However, there was a dif-
ference in the assessment of visual attractiveness; context-preserving
links were rated significantly higher than straight links. Because it
can strengthen user engagement, visual attractiveness is an important
factor [17].

Several aspects of information perception in a visual display envi-
ronment could not be captured in the course of our experiment. These
aspects include the impact of context preservation on the perceived
context information, the suitability of context-preserving visual links
for different visualization techniques, and the suitability of such links
for concurrently visualizing multiple linksets. In the future, we plan to
investigate more specific task areas. We also plan to conduct long-term
observations of knowledge workers using more realistic visual analy-
sis tasks to evaluate more thoroughly the effects of context preserva-
tion.

9 CONCLUSIONS AND FUTURE WORK

In this paper, we present a technique for augmenting visual links on
top of a base representation with the main objective of preserving the
underlying context information. Using an image-based description of
the base representation, the routing and visual appearance of links is
optimized to avoid occlusion of important information and to permit
the links to visually stand out from the overlaid representation. By
performing the highlighting procedure as an additional step at the end
of the visualization pipeline, our technique can be applied to a wide
range of visual analysis scenarios.

The results of a user study support our hypothesis that context
preservation does not have a negative impact on either the subjective
or quantitatively measured task performance in a simple visual search
task involving complex visualizations. In contrast, subjective feed-
back suggests that users perceive context-preserving visual links as
more attractive than straight links or simple highlights. Irrespective of
their form factor, our experiment also showed a clear benefit of visual
links compared to simple highlighting without any line connections
for visual search tasks.

In the future, we aim to analyze further visual variables in addition
to color, including curvature, line width, or texture, to optimize visual
discrimination. We also plan to utilize modern graphics processing
units to increase performance and provide context-preserving visual
linking as a lightweight tool at the window manager level, facilitating
an infrastructure similar to the one proposed in [27]. In this way, ex-
isting visualization frameworks and other software applications could
easily incorporate the linking functionality as a valuable extension in
a minimally invasive manner.
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