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Figure 1: Heatmap of user fixations. These figure shows two example images used for our study, the first is the original unmodified source and
the second is the result after our modulation procedure. The left image shows the heatmap generated by the fixations on the unmodified image.
The right image shows the heatmap after our modulation technique. Notice how a large portion of the fixations land inside the defined focus
region (white outline). Figure 2 shows the image before and after modulation without the eye gaze heatmaps.

ABSTRACT

In this paper we present a study on the impact on user’s fixations by
localized modifications of the color properties of an image. We out-
line the technique used to influence the fixations of the participants,
where it succeeded and where it failed. The question we address
is whether pixel-wise modifications are sufficient to influence the
order of fixations of the users and how strong this effect is. We
developed a technique that performs localized adjustment in value,
saturation and hue and conducted a user study with an eye tracker
to asses its effectiveness. The results of our study imply that one
can effectively influence the order and the duration of fixations of
users based on localized adjustments.

1 INTRODUCTION AND RELATED WORK

This work addresses the efforts of directing the attention of users by
modulating bottom up salient features of the image. We are inter-
ested in finding how the users observe an image and in which order
fixations take place. Once having a measure of which locations are
visually salient, we intend to direct the user’s attention towards a
predefined location. We explore how this can be done effectively
and what the limitations are. Figure 1 illustrates the effectiveness
of our technique with an attention heatmap. This map shows how
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a large portion of the fixations and their duration was spent on the
focus region (white outline) after our modulation procedure. This
modulation was done by considering how visually salient each pixel
in the image is.

In an image, an object is said to be visually salient if it stands
out more than its surrounding neighborhood [9]. The saliency is
a measure that states what is the likelihood of this location to call
our attention. The conspicuities of a location are measures that
represent how contrasting this location is to its surroundings in di-
mensions such as color, orientation, motion, or depth separately [6]
[7] . Treisman and Gelade [12] use the term ’dimension’ to refer
to the range of variations, and ’feature’ to refer to values in a di-
mension. The visual saliency of a location is the combination of all
its conspicuities. A scene’s saliency map is a map of the saliency
values on each location in the image. Two types of factors influ-
ence saliency: bottom-up and top-down. Bottom-up factors depend
on instantaneous sensory input, such as brightness and size, while
top-down factors consider the internal state of the user, such as ex-
periences or goals.

In the work presented here we focus on bottom-up conspicuities
based on the model suggested by Koch and Ullman [7]. We adopt
bottom-up factors that lend themselves to pixel-wise manipula-
tion, namely value (brightness), saturation and color−opponency
(hue). Color opponency is based on the opponent process theory
[4], stating that we perceive colors by processing the differences
between opponents, red-green and blue-yellow [6]. There is much
evidence that there is a correlation between our visual attention and
the saliency map. Ouerhani et al. [10] and similarly Santella et al.
[11] used an eye tracker to confirm that there exists a relationship
between the saliency map and human visual attention. Lee et al.



[9] went one step further by using the saliency map to track objects
being attended by the user.

The most relevant work to our research was carried out by Bai-
ley et al. [2] on subtle gaze direction. Bailey et al. apply first-order
modulations to the focus, only when the user is not looking there,
as determined by an eye tracker. The modulations are not, however,
dynamic. In contrast to that technique, our technique works at in-
teractive frame rates without requiring an eye tracker and can thus
support mediated reality applications with arbitrary scenes.

In this paper we share our experiences on trying to influence the
user’s attention, our methodology and an assessment of its success.
We present the failure and success criteria and we outline the next
steps for attention direction.

2 MODULATION TECHNIQUE

The techniques used for directing the user’s attention are often re-
ferred as Focus and Context (F+C) techniques [8]. Focus is the term
used for the portion of the image towards which we wish to draw
the attention. Context is the portion of the image we want to distract
the user from.

In order to direct the attention of the viewer to a particular lo-
cation, one can either increase the saliency of that location (fo-
cus), decrease the saliency of its surroundings (context), or do
both. Because the saliency of a location is a combination of sev-
eral conspicuities, the final goal is to modulate the appropriate
conspicuities by location. Our modulation procedure is straight-
forward: first we quantify for each location how conspicuous it is,
or in other words, what its likelihood to attract our attention is.
Then, given a classification of what is focus and what is context,
we compute the average conspicuity values of the focus region.
Subsequently, we compute the difference between each location’s
conspicuities and the average conspicuities of the focus. And fi-
nally, we use this difference to modify the saliency of the locations
of the context. This implies that all modulations are not applied
equally to all fragments. For example, some might need a strong
saturation modulation, but no value changes. It is important to note
that in the present technique we concentrate on simply modulating
the context region and we leave the focus region un-modulated.

Analysis. The calculation of the saliency of a location and hence
its conspicuities has been widely published in the past. We use the
method described by Itti et al. [6] with the modifications suggested
by Lee et al. [9]. However, one difference to both descriptions is
that during the conspicuities computation step we do not use the
absolute value for the difference across pyramid levels. Instead we
keep the sign in order to know the type of conspicuity we are deal-
ing with. This determines whether a location is highly conspicuous
because it is too bright or because it is too dark. As mentioned
before, we also need the average of the conspicuity values in the
focus region. This will give us a measure of whether a location
needs modulation at all or not.

We now have the components necessary for the modulation step:
the conspicuities at every location, and the average conspicuities
in the focus area. We proceed to modify the video image only in
the context region, while the focus remains unchanged. We mod-
ulate every conspicuity in the same dimension space where it was
measured: value (brightness), saturation, and color− opponency
(hue).

Modulation. A naı̈ve modulation method would heavily decrease
all the conspicuities of the context area regardless of what is present
in the scene (for example, turn all of the context to black). This
increases the emphasis of the focus object, but at the same time
drastically reduces the contribution of the context, since all pixels
are modified whether the change was necessary or not. Better dis-
crimination can be achieved by choosing an appropriate dimension
(saturation or value, for example) on a per pixel basis in which to
modify the image.

Figure 2: Modulation of bottom-up salient features of context. (Top)
Original image. (Bottom) Result of our modulation technique. The
saliency of pixels outside the focus region is automatically de-
creased. Pixel values of the modulated image differ on average by
2.25% from their counterparts in the original image.

Modulation is performed in three sequential steps: value (bright-
ness) modulation, saturation modulation, and color − opponency
modulation. All three modulations take place in the HSV color
space. Value and saturation are very similar as they involve one
subtraction. Modulation of value is performed by changing the
fragment’s color space from RGB to HSV space. Once this con-
version is done, we compute the difference between the fragments’
value conspicuity and the average value conspicuity of the focus.
We increase or decrease the value by this difference. Modulation
of saturation is identical; this time, however, the operation is done
in the saturation channel.

Finally, the modulation of color−opponency takes place in the
hue channel; however, its computation is a bit more complex. The
color− opponency theory states that the color channel pairs Red-
Green and Blue-Yellow are each mutually opposing. The HSV
space arranges colors in a cone form where the Hue, is encoded
by the angular position around the cone [3]. The red color is at 0
degrees, yellow at 60, green at 120, cyan at 180, blue at 240 and ma-
genta at 300 degrees. However, the fragment’s hue does not tell us
anything about its surroundings. Such information is encoded in the
conspicuities. For example, assume that the fragment has a stronger



Blue-Yellow than Red-Green color−opponency conspicuity. This
means that blue and yellow give a high contrast to the fragment and
we should move its Hue away from either of them. We calculate
then the distance of the fragments’s hue to both red and green. For
example, if the distance to red is shorter we may move the hue to-
wards it. In this manner we can decrease the contrast created by the
blue and yellow opponents.

3 USER STUDY

To test the effect on the order and length of fixations of the images,
we carried out a formal user study with an eye tracker. The goal of
the study was to test whether we could influence the visual attention
of the user to the regions of the images that we designated as focus,
regardless of the information in the original image. Our hypotheses
were:

• H1. The time before the first fixation on the focus region will
be smaller for the images modulated than for the original un-
modified images.

• H2. The total fixation time (i.e., sum of durations of all fixa-
tions on the focus) will be higher for the modified images than
for the original unmodified images.

• H3. The percentage of participants that have at least one fixa-
tion on the focus region will be higher for the images modified
than for the original unmodified images.

3.1 Experiment description
The experiment was composed of two phases: Artificial and Natu-
ral. The artificial set was created in order to verify the effectiveness
of each of the three dimension modulations (value, saturation and
color−opponency) separately. The Natural set of images involved
images from real scenarios and was the main target of our experi-
ment.

3.1.1 Artificial images
The artificial images were created with a popular graphics pack-
age, Adobe Photoshop. The images included an arrangement
of stimuli in either of the three dimensions for a total of three
image sets: artificial-value, artificial-saturation, Artificial-Color-
Opponency. Each image was created with a single focus area and
was subsequently modulated with a single step of our technique
(value modulation, saturation modulation, or color − opponency
modulation) to change the focus to a different location. Figure 3,
for example, shows an unmodified image of the artificial-value set
(left), where the focus is the object with lower value, and the same
image after our modulation technique (right). Subsequently, figure
4 shows a pair of original and modified images on the saturation
dimension.

Figure 3: Example images from the artificial-value set. (Left) Image
created artificially, where one of the circles has lower value than the
rest. (Right) The same image after our modulation process tries to
move the attention of the subject to a different region of the image.

Figure 4: Example images from the artificial-saturation set. (Left) Im-
age created artificially where one of the circles has higher saturation
than the rest. (Right) The same image after our modulation process
tries to draw the attention of the participant to a different region of the
image.

Figure 5: Example images from the artificial-color-opponency set.
(Left) Image created artificially with a yellow background and three
circles in red, green and blue. According to the opponent process
theory, the blue circle is the highest salient. (Right) The same image
after our modulation process tries to move the attention of the subject
to the red circle. Notice how the hue of the blue has been moved
towards cyan.

The effect of the modulation on color− opponency of the four
colors, red, green, blue and yellow was tested by, for example, an
image with one of these colors as the background and three cir-
cles with the remaining colors. Figure 5 shows an example image
from the artificial-color-opponency set for yellow. According to the
color opponent process theory, the blue circle is the most salient of
the three circles. The right image shows the result after saliency
modulation which directs the attention of the subject is to the red
circle. Notice how the blue circle is moved towards the cyan hue.

3.1.2 Natural images
The natural image set was a collection of photographs of outdoor
environments. These images were selected to include gardens,
streets, people gatherings, city landscapes and so on. They included
many other dimensions of attention such as shape, orientation or
texture detail, which are not considered for modulation by our tech-
nique. The designated focus regions (i.e., regions we want the par-
ticipants to look at) were scattered around, including and exclud-
ing human faces, perspective vanishing points on the horizon, etc.
These focus regions were always placed away from the region of
the original image with the highest salient. Every image was mod-
ulated with all three dimensions sequentially: value, saturation,
and color−opponency.

Figure 2 and Figure 6 each show an image before and after our
modulation procedure. Figure 2 shows a bridge over a gorge with
a wall of rocks in back. The modulated image tries to direct the
attention of the user towards a rock on the upper part of the wall.
Figure 6 shows a busy street with multiple colors, perspective lines,
faces and so on. The modulated image tries to direct the attention
towards the second farthest lamp on the right hand side.

The order in which the two sets of images were presented was
randomized, as was the order of presentation of images within each



Figure 6: Picture of a busy street before and after modulation. At-
tention was directed towards the second farthest lamp on the wall on
the right. The pixel values of the modified image differ on average by
1.84% from their counterparts on the original image.

set. There were a total of 24 images in the Artificial set (6 for
artificial-value, 6 for artificial-saturation and 12 for artificial-color-
opponency) and 27 in the Natural set. Each image was shown for
5000ms. In between images, a blank slide with a cross in the mid-
dle was shown for 2000ms in order to standardize the participant’s
initial gaze position before the image was presented.

3.1.3 Participants

The test was performed on 30 participants (6 female, 24 male) be-
tween 24 and 34 years old (x̄=28). All participants had no known
color sensitivity deficiencies; which was confirmed by an Ishihara
color test. Participants were compensated with a gift certificate
from a popular online shop.

3.1.4 Apparatus

The tracking device was an SMI desktop-mounted eye tracker, op-
erating at 60 Hz. The stimuli were presented in the form of a slide
show on a 19” monitor at a 70cm distance from the participant.
The resolution of the images was 1280x960, and all were presented
without resizing in order to avoid interpolation by the graphics card.

3.2 Analysis
Analysis was performed with paired-samples t-tests, α levels were
adjusted (Bonferroni) to ensure a level of 5%. We discarded the
data for the first 200ms after the image was shown, based on the
assumption that this is the amount of time the brain needs to build
the saliency map [5].

3.2.1 Analysis of the artificial images
Tables 1-9 show the results of the tests for the artificial images of
all three tested dimensions separately. Standard deviations and sta-
tistical significances are stated. It is important to mention that there
was no interaction among the sets since the images used for each
set were different.

value Original [ms] Modulated [ms] Speed up [ms]
H1 4069 (σ=766.9) 2141.4 (σ=1079.5) -1927.6

Table 1: Results for hypothesis H1 of the artificial-value set (aver-
age time before participants fixated on the focus). These results are
statistically significant (p < .00625).

value Original [ms] Modulated [ms] Increment [ms]
H2 102.61 (σ=92.5) 819.7 (σ=402.2) 717.1

Table 2: Results for hypothesis H2 of the artificial-value set (sum of
the total fixation time that participants spent on the focus). These
results are statistically significant (p < .00625).

value Original [%] Modulated [%] Difference [%]
500ms 0 33.3 33.3
1000ms 5.8 50 44.1
5000ms 20 79.1 59.1

Table 3: Results for hypothesis H3 of the artificial-value set (percent-
age of participants that had at least one fixation on the focus region
by the first 500ms, 1000ms, and 5000ms).

Artificial-value. Tables 1-3 show the results of the analysis of
the artificial-value set. Participants had a first fixation on the fo-
cus significantly faster on the images modulated with our technique
(2141.4ms) than on the original unmodified images (4069ms) (Ta-
ble 1). Participants also spent significantly longer time fixated on
the focus of the images modulated with our technique (819.73ms)
than on the original unmodified images (102.61ms) (Table 2). By
the first 500ms, 33.33% of the participants had had already at least
one fixation on the focus of the modulated images while none of
the participants had fixated on the focus of any of the original un-
modified images. By the end of the stimulus, 59.16% more of the
participants had at least one fixation on the focus on the modulated
images than on the original unmodified images (Table 3).

Artificial-saturation. Tables 4-6 show the results of the analysis
of the artificial-saturation set. Participants had a first fixation on the
focus significantly faster on the images modulated with our tech-
nique (1736ms) than on the original unmodified images (4596.1ms)
(Table 4). Participants also spent, significantly longer time fixated
on the focus of the images modulated with our technique (742.7ms)
than on the original unmodified images (35.48ms) (Table 5). By
the first 500ms 38.33% of the participants had had already at least
one fixation on the focus of the modulated image while none of the
participants had a fixation on the focus of any of the original un-
modified images. By the end of the stimulus 57.5% more of the
participants had at least one fixation on the focus of a modulated
image than on its original unmodified image (Table 6).

Artificial-color-opponency. Tables 7-9 show the analysis results
for the artificial-color-opponency set. The results in this table for



saturation Original [ms] Modulated [ms] Speed up [ms]
H1 4596.1 (σ=475.2) 1736 (σ=867.2) -2860.1

Table 4: Results for hypothesis H1 of the artificial-saturation set (av-
erage time before participants fixated on the focus). These results
are statistically significant (p < .00625).

saturation Original [ms] Modulated [ms] Increment [ms]
H2 35.4 (σ=43.0) 742.7 (σ=329.3) 707.2

Table 5: Results for hypothesis H2 of the artificial-saturation set (sum
of the total fixation time that participants spent on the focus). These
results are statistically significant (p < .00625).

saturation Original [%] Modulated [%] Difference [%]
500ms 0 38.3 38.3

1000ms 1.6 60 58.3
5000ms 17.5 75 57.5

Table 6: Results for hypothesis H3 of the artificial-saturation set (per-
centage of participants that had at least one fixation on the focus
region by the first 500ms, 1000ms, and 5000ms).

hypotheses H1 and H2 were not found to be statistically significant.
Participants tended to spend less time before fixating for the first
time on the focus on the original unmodified images (1896.6ms),
than on the modulated counterpart of the same image (2077.3ms)
(Table 7). Participants also tended to spend more time fixated on
the focus on the original unmodified images (848.85ms), than on
the modulated counterpart of the same image (833.33ms) (Table 8).
Interestingly, on the third hypothesis (H3), by the first 500ms the
modulated images of the color− opponency dimension called the
attention of an extra 5.41% of the participants but by the end of the
presentation of the stimulus, the modulation had a negative impact
of 2.5% (Table 9).

3.2.2 Analysis of the natural images

Tables 10-12 show the results of the tests for the natural images.
The results are placed in contrast with the hypotheses formulated
earlier. Standard deviations and statistical significances are stated.
It is important to note, that each image in this set was modulated
across all three dimensions (unlike the images in the artificial sets,
which were each modulated in only one dimension).

H1, duration before first fixation. Table 10 shows the average
time that passed before the participants fixated on the focus region
for the first time in both original and modulated conditions, as well
as the speed up (difference) across all natural images. Participants
had a first fixation on the focus significantly faster on the images
modulated with our technique (3382.8ms) than on the original un-
modified images (3842.3ms).

H2, total fixation time. Table 11 shows the average total time
that the participants spent fixated on the focus region in the original
and modulated conditions, as well as the difference. Participants
spent significantly longer time fixated on the focus of the images
modulated with our technique (338.31ms) than on the original un-
modified images (176ms).

H3, percentage of participants with at least one fixation. Table
12 shows the percentage of the participants that had at least one
fixation on the focus region by the first 500ms, 1000ms and by the
end of the stimulus, 5000ms across all natural images. By the first
500ms, 8.33% had had already at least one fixation on the focus of
the modulated image while only 2.96% of the participants had a fix-
ation on the focus on the original unmodified counterpart, a factor
of two. By the end of the stimulus an extra 14.63% of the partic-

c.opp. Original [ms] Modulated [ms] Speed up [ms]
H1 1896.6 (σ=713.4) 2077.3 (σ=632.6) 180.7

Table 7: Results for hypothesis H1 of the artificial-color-opponency
set (average time before participants fixated on the focus). These
results are not statistically significant (p > .00625).

c.opp. Original [ms] Modulated [ms] Increment [ms]
H2 848.8 (σ=355.2) 833.3 (σ=279.9) -15.5

Table 8: Results for hypothesis H2 of the artificial-color-opponency
set (sum of the total fixation time that participants spent on the focus).
These results are not statistically significant (p > .00625).

c.opp. Original [%] Modulated [%] Difference [%]
500ms 17.5 22.9 5.4
1000ms 47 47.5 0.4
5000ms 82 79.58 -2.5

Table 9: Results for hypothesis H3 of the artificial-color-opponency
set (percentage of participants that had at least one fixation on the
focus region by the first 500ms, 1000ms, and 5000ms).

ipants had had at least one fixation on the focus on the modulated
images than on the original unmodified images.

4 DISCUSSION

As can be seen, the artificial sets for value and saturation were
successfully modulated, satisfying all three hypotheses. In average,
value and saturation modulation presented a significant speed up of
first fixation time and an significant increase on total fixation time
as well as a higher percentage of participants having at least one
fixation on the focus region. However, no statistically significant
results were obtained for modulation of the color−opponency di-
mension. We speculate that the reason why the color−opponency
failed to direct the attention of the user was the relative number of
absolute elements in the scene. The value and saturation sets had
an array with a total of 88 elements of which one would call the at-
tention of the user. In contrast the color−opponency set had only
three elements (one for each hue) of which one would be the focus
of attention.

As can be seen from the results, our modulation procedure could
also effectively draw the attention of the participants to the focus
region in the natural set of images. Figure 1 shows the heatmaps of
the input image in its unmodified (left) and modified state (right),
these heatmaps correspond to the images shown in figure 2. A white
outline denotes the position of the focus region. It can be noted
from this image that the user fixations spent a significant amount of
time on the focus.

Figure 7 shows graphs of the saliency map of Figure 2. The
top graph was obtained from the original image; a red overlay in-
dicates the region we wish to set as focus. As it can be seen, the
image has many high salient locations competing for the user’s at-
tention. The bottom graph shows the result after our modulation
process and how our technique effectively keeps the object of in-
terest highly salient in the scene. To find out the how much our
technique changes the image, we computed the average pixel dif-
ference between the original image and after our modulation pro-
cedure. This was done by calculating the square root of the sum
of squared differences in the RGB space divided by the number of
pixels in the image. For example, the pixels of the right image of
Figure 2 differ on average by 2.25% from their counterparts in the
left image. The total average pixel difference across all images in
the user study between modified and original images is 1.86%.



Natural Original [ms] Modulated [ms] Speed up [ms]
H1 3842.3 (σ=412.3) 3382.8 (σ=463.1) -459.5

Table 10: Results for hypothesis H1 of the Natural set. This ta-
ble shows the average time before participants fixated on the focus.
These results are statistically significant (p < .00625).

Natural Original [ms] Modulated [ms] Increment [ms]
H2 176 (σ=65.63) 338.3 (σ=115.6) 162.3

Table 11: Results for hypothesis H2 of the Natural set. This table
shows the sum of the total fixation time that participants spent on the
focus. These results are statistically significant (p < .00625).

Natural Original [%] Modulated [%] Difference [%]
500ms 2.9 8.3 5.3
1000ms 11.2 20.3 9.08
5000ms 40.9 55.5 14.6

Table 12: Results for hypothesis H3 of the Natural set. This table
shows the percentage of participants that had at least one fixation
on the focus region by the first 500ms, 1000ms, and 5000ms.

Although numerically the difference between the original and
the modified image is small, in practice the damage of the modified
image is noticeable. The cause of this damage is twofold: First, the
image modifications were done without considering spatial coher-
ence, this means that spatially close fragments could be matched to
different modulation procedures, such as one fragment being dark-
ened to decrease its conspicuity, while a neighbor was lightened
for the same purpose. Second, the modulation procedure is a sin-
gle modulation pass, this means that there is no iterative process
to try to solve overshot modulations. We have worked on a better
approach to fix these problems and the manuscript describing it is
currently under review process [1]. This new approach works by
doing multiple modulation passes and calculating the conspicuity
values before each modulation to verify whether changes are nec-
essary at all. Moreover, the iterations are made on different levels of
the image pyramid in order to carry large changes first and progres-
sively refine them. A final consideration is to use a different color
space for the modulations. The HSV space is quite convenient for
handling value and saturation but does not support an intrinsic rep-
resentation of color−opponency. Our new approach works on the
CIEL*a*b* space, which is based on the opponent process [3].

We have presented a user study to asses the effects of localized
modulations on real world images. The results of the study indicate
that we can effectively manipulate the attention of the users by local
modifications. After our modulation procedure, we could direct the
user’s attention to a target location significantly faster and retain it
significantly longer than the original unmodified image. We showed
that a higher percentage of the participants had a least one fixation
in our designated focus region.
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