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Augmented reality agents for user
interface adaptation

By István Barakonyi* and Dieter Schmalstieg
..........................................................................

Most augmented reality (AR) applications are primarily concerned with letting a user
browse a 3D virtual world registered with the real world. More advanced AR interfaces let
the user interact with the mixed environment, but the virtual part is typically rather finite
and deterministic. In contrast, autonomous behavior is often desirable in ubiquitous
computing (Ubicomp), which requires the computers embedded into the environment to
adapt to context and situation without explicit user intervention. We present an AR
framework that is enhanced by typical Ubicomp features by dynamically and proactively
exploiting previously unknown applications and hardware devices, and adapting the
appearance of the user interface to persistently stored and accumulated user preferences.
Our framework explores proactive computing, multi-user interface adaptation, and user
interface migration. We employ mobile and autonomous agents embodied by real and
virtual objects as an interface and interaction metaphor, where agent bodies are able to
opportunistically migrate between multiple AR applications and computing platforms to
best match the needs of the current application context. We present two pilot applications
to illustrate design concepts. Copyright © 2008 John Wiley & Sons, Ltd.
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Introduction

Most augmented reality (AR) applications are primarily
concerned with letting a user browse a 3D virtual
world registered with the real world.1 More advanced
AR interfaces let the user interact with the mixed
environment, but the virtual part is typically rather finite
and deterministic. In contrast, autonomous behavior
is often desirable in ubiquitous computing (Ubicomp),
which requires the computers embedded into the
environment to adapt to context and situation without
explicit user intervention. To this end, Ubicomp often
employs autonomous software agents that are capable
of making their own decisions based on their perception
of the environment. By sensing physical properties such
as pose, velocity, temperature or light as input interaction
channels, autonomous agents can react to changes in the
environment in accordance with the users’ perception.

*Correspondence to: István Barakonyi, Graz University of
Technology, Inffeldgasse 16, A-8010 Graz, Austria. E-mail:
bara@icg.tu-graz.ac.at

Animated agents are a special case of autonomous
agents with a visual, often anthropomorphic rep-
resentation. Their strength is that they can appeal
to multiple senses and engage a user in a natural
conversation. Anthropomorphic agent representations
can be particularly useful, where human assistance
would normally be required. Previously, animated
agents have been mostly used in virtual reality (VR)
settings, where they are an integral part of a completely
synthetic environment, and consequently all perception
and action is virtual. By bringing animated agents into
AR, we create two distinctively novel advantages:
� The animated agents can draw their perceptions from

the state of both the virtual and the real world, granting
them all the perceptual capabilities typically attributed
to autonomous agents in Ubicomp. For example, a
virtual path planning agent can avoid real world
obstacles that it perceives.

� The behavior of the animated agents can affect both
the virtual and the real world, extending the agents’
scope of communication to include in particular
physical objects and properties. For example, an agent

............................................................................................
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may control wireless electronic equipment or home
automation systems. Using such physical resources is
common in Ubicomp, but not in AR.

Autonomous agents may have another important ca-
pability: mobility. The term “mobile agents” is commonly
used to describe autonomous software components that
have the ability to transfer and reproduce themselves
on various networked computing devices. By equipping
agents with mobile characteristics, they are no longer
bound to a single, statically configured application, and
output device, but may opportunistically migrate to and
take advantage of other platforms that are more suitable
to the agents’ current needs. In particular, the agents
can follow the user around in the physical world, and
manifest themselves in the user’s vicinity.

Such agents must be highly adaptive, for example,
they must adapt their appearance to a form that
suits the current situation and location. However, the
desired autonomous behavior of mobile agents extends
beyond appearance. The mobile agents must have a
persistent knowledge base that is independent of their
current location and execution status, in order to survive
transportation from one environment to another and
recover from transient system failures. Moreover, they
have to speak with other components of a Ubicomp
system using a network protocol for distributed object
communication. Finally, the knowledge base must be
extensible with descriptions of new, previously unknown
software components encountered by the agents, so
that the agents can learn to communicate with these
components. With their adaptive capabilities, agents
can remain autonomous in a changing, unpredictable
environment, and vary their behavior on a per-user basis.
We call this intended behavior user interface adaptation.

This paper summarizes the past 4 years of research on
Ubiquitous Agents,2,3 or UbiAgents for short. UbiAgents
have been designed to be capable of user interface adap-
tation. They have the following noteworthy attributes:

� Animated appearance and information presentation in
world registered AR displays;

� Self-determined migration from one AR display to
another;

� Capable of sensing environmental state, in particular
position and movement of physical artifacts;

� Bidirectional communication with unmodified, exist-
ing scene graph-based applications, relying on meta-
information introduced via a mark-up mechanism;

� Persistent external knowledge base ensuring agent
survival and customizable behavior.

UbiAgent is the first framework that brings animated
agents with a high degree of autonomy into a mobile, dy-
namic environment, drawing from the rich set of AR dis-
plays, and interaction capabilities. While we do not claim
that the presented agents are intelligent in a cognitive
sense, UbiAgents push the boundary of what has been
previously possible in terms of adaptive user interfaces.

Related Work

This work draws from a wide range of related work, so
for reasons of brevity we limit the discussion to the most
directly influential fields, which are AR user interfaces,
interface agents, and mobile agents.

Adaptive Augmented Reality User
Interfaces

The simplest form of automatic adaptation of AR
content to current application context is information
filtering based on a spatial or semantic world model.
Bane and Höllerer4 apply spatial filtering based on
simple context elements such as distance and visibility
to enhance building visualization in a mobile AR setup.
The KARMA system5 employs a rule-based illustration
generation system to exploit user viewpoint, object
pose, and communicative goals for efficient information
visualization in an AR-based machine maintenance
scenario. Julier et al. developed a hybrid approach6 for
their mobile AR system, where a spatial model is used
to prefilter visual elements to reduce input information
for a rule-based filter component.

Full or partial migration of user interface elements
between devices and displays allows the selection of
the most suitable environment for presenting application
information.7 Interface migration examples in AR
include SHEEP8 which employs gestures to transfer
virtual sheep characters between multiple displays. Sim-
ilarly, Schmalstieg et al.9 created a shared collaborative
workspace that enables the migration of applications be-
tween AR displays to address ad hoc collaboration. Aug-
mented surfaces10 use interface migration techniques in
a spatially continuous augmented physical workspace.
EMMIE11 introduces a hybrid user interface for AR
systems enabling room-wide information management.

Autonomous Interface Agents

All adaptive interfaces mentioned above share a
significant shortcoming: the world model must be finite
to ensure appropriate system reaction. If a novel system
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component produces an unsupported type of informa-
tion, new filters must be created. We thus argue that
AR systems can benefit from software agent technology.
Agents are designed to be independent from applications
they are embedded into, enabling their employment in
diverse application environments without reprogram-
ming the applications. By explicitly modeling application
goals and user interest an agent can better cope with the
indeterministic nature of augmented physical environ-
ments than explicit direct manipulation techniques.

Software agents have been present in AR applications
so far in the form of animated anthropomorphic
characters. The early ALIVE system12 exhibits a virtual
animated character composited into the user’s real
environment that responds to human body gestures on
a large projection screen. The Welbo project13 features
an immersive setup, where an animated virtual robot
assists an interior designer wearing an HMD. MacIntyre
et al.14 place prerecorded video-based actors into an AR
environment to create an interactive theater experience.
Cavazza et al.15 place a live video avatar of a real person
into a mixed reality setting, and interact with a digital
storytelling system with body gestures and language
commands. Balcisoy et al.16 employed virtual humans
in mixed reality as collaborative game partners, while
Vacchetti et al.17 used a virtual lifelike character in a
training scenario for real factory machinery.

Except for Reference 12, all aforementioned research
projects feature agents with little or no autonomous
behavior, relying on explicit user input for their actions.
There is a clear distinction between interface agents18

operating as assistants for a direct manipulation interface
and autonomous agents19 acting parallel with the user
to carry out delegated tasks being uninteresting or
time consuming. We combine the advantages of both
approaches into an autonomous interface agent20 that
executes tasks and provides feedback without constant
attention and explicit commands while monitoring the
user’s environment and actions.

Mobile Agents

Recent advances in hardware and software technology
for portable devices such as PDAs and smartphones
have eliminated previously serious constraints on the
visual representation of mobile agents.21 While C-MAP22

visualizes its context-aware virtual museum guide as
a sequence of static images, Wagner et al.23 already
present a similar scenario in AR. PEACH24 uses a cartoon
character for animated presentations spanning multiple
displays. The mobile agents of Virtual Raft25 appear to

“jump” between tablet PCs. The Agent Chameleons26 al-
lows agents to seamlessly travel between real and virtual
bodies. However, the mobile agents in these examples
differ from our work in that they do not use AR displays.

Bringing Animated Agents
to Augmented Reality

Augmented Reality raises new challenges and offers
novel features that can be exploited by animated agents.
These implications can be divided into two categories:
representation and behavior.

Representation

Animated agents are embodied as three-dimensional
virtual or physical objects. They share users’ physical
environment, in which they can freely move using all
6 degrees of freedom. Virtual agents in AR scenarios
appear to have a solid, tangible body that can be observed
from an arbitrary viewpoint, thus becoming integral
parts of the physical environment. Virtual objects are
typically animated characters but are not necessarily
anthropomorphic.

Q1

An exciting aspect of UbiAgents is that physical objects
like a printer, a digital piano, or an interactive robot
can be turned into intelligent, responsive entities that
collaborate with virtual characters. If we track and
monitor relevant physical attributes, attribute changes
can be interpreted by other agents. Using wireless
communication, physical objects cannot only be queried
for status information but can also be controlled
by external commands. The combination of the real
and virtual representation results in the augmented
representation, as shown in an example displaying
an augmented Lego Mindstorms robot in Figure 1.
The augmented representation also helps overcome the
problem of correct visual occlusion. Physical objects
placed between the user’s viewpoint and virtual agents
appear to cover parts of the virtual objects.

In AR scenarios users are mobile, traveling between
different physical locations and hardware setups,
therefore requiring cross-platform, mobile assistants.
Agents can “live” on several devices and displays,
like HMDs, projection screens, PDAs, or more recently
mobile phones. Each has its own local coordinate system
placed into the global coordinate system of the user’s
physical environment. UbiAgents are able to smoothly
travel between devices and coordinate systems.

............................................................................................
Copyright © 2008 John Wiley & Sons, Ltd. 3 Comp. Anim. Virtual Worlds 2008; 18: 1–13

DOI: 10.1002/cav



UNCORRECTED P
ROOFS

1

2

3

4

5

6

7

8

9

10

11

12

13

14

15

16

17

18

19

20

21

22

23

24

25

26

27

28

29

30

31

32

33

34

35

36

37

38

39

40

41

42

43

44

45

46

47

48

49

50

51

52

53

54

55

56

57

58

59

60

61

62

63

64

65

66

67

68

69

70

71

72

73

74

75

76

77

78

79

80

81

82

83

84

85

86

87

88

89

90

91

92

93

94

95

96

97

98

99

100

101

102

103

104

105

106

107

108

109

110

111

112

113

114

115

116

117

118

119

120

I. BARAKONYI AND D. SCHMALSTIEG
...........................................................................................

Figure 1. Screenshots from the AR Lego application.

Behavior

A UbiAgent interacts in real-time with other agents,
with users and with the applications they are embedded
into. In addition to executing scripts, agents react to
changes in the properties of AR spatial objects. The agent
monitors the physical and virtual world, facilitated by
physical and virtual sensors, such as light, push, angular
or temperature sensors. For virtual perception, agents
can be equipped with object and application-specific
sensors that examine application attributes, GUI input,
and internal state information of virtual objects (e.g., the
emotional state of a virtual human) and physical objects
(e.g., an error message of a printer).

With the assistance of an internal simulation model,
the agent performs actions in response to input events.
AR offers novel, compelling input modalities involving
pose, velocity, and status information of objects. The
physical location agents inhabit, the direction they are
looking into and the object they control all convey
important context. For output, the agent uses facial
and body gestures, speech synthesis, and playback of
multimedia content. These new modalities enable a
wide range of new behavioral patterns, such as the
following:

� The user places a character into the physical working
volume of an application. The character receives an
event with the identity of the user and the application,
and loads the user’s application-specific profile and
the state in which she last left the application. The
character continues to work with this application.

T
PC

� A virtual presenter is working with a user in an
immersive AR setup and wears an HMD. She decides
to work in another room with a projection screen
suitable for a larger audience. She takes a pose-tracked
PDA, moves it close to the character and “picks it
up”. The character continues to “live” on the PDA
screen until it is carried over to the projection screen
in the other room. It then becomes aware of the new
environment and jumps to the projection screen, where
the same application is running, maintaining the state
of the user’s work.

� A machine in a large PC cluster starts malfunctioning.
Firstly, a virtual repairman character identifies the
computer in the cluster room, then leads the human
operator to the physical location. Once in the vicinity,
the repairman points out the possible sources of error
on the machine itself. An explanation is only begun
once the operator looks at the repairman, in order to
ensure appropriate attention and focus. The machine

............................................................................................
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sends feedback to the repairman when it is back to its
normal state.

Mobility for Animated
Agents

As long as the agent is concerned with interfacing its
host’s application, it may remain embedded in the host
environment. However, external conditions may make
it necessary to migrate to another host. For example, an
agent with an objective of remaining close to its user must
migrate whenever the user wanders away. In general, the
agent needs to monitor its host environment to satisfy
its needs, or search for another environment providing
more favorable conditions to complete its job. If such
an environment is found, the agent opportunistically
migrates to it and executes actions in its new “home.”

Migration is signaled to the user by an animation
sequence, text warning or sound alert to make the user
aware of the migration action or to instruct the user
to prevent migration within a certain grace period. For
example, the agent may suspend its current activities
and advise the user to charge her PDA or set the
screen resolution of the PC monitor to match minimum
requirements. After the grace period expires without
appropriate changes in the local workspace, the agent
migrates to its new preferred environment and resumes
its actions. Although migration causes an interruption in
the application flow, this temporary break is invoked in
favor of a more efficient work environment.

Migratable user interfaces demand that dominant
interface properties are preserved during and after
migration to bridge the spatial and cognitive gap
between disjoint workspaces. The user has to create
a mental link between the old and new workspaces,
thinking that the same virtual assistant continues to aid
her work, even if it migrated to a projection screen from
a local display to increase its public exposure.

The agent should appear to continue its task exactly at
the point where it left off before migration. Beside tempo-
rally continuous agent behavior, visual agent appearance
also frequently needs to remain unchanged across
multiple agent environments by migrating respective 3D
models, textures, color schemes, spatial arrangement etc.
together with the mental state. Nevertheless, this is not
a general requirement, since in some cases the agent
may deliberately choose a different visual representation.
For example, a simple arrow may replace the pointing
gesture of the full-body animated repairman of the robot

maintenance application to avoid occluding details of
tiny mechanical robot parts. Similarly, the agent may
choose to occupy a physical body taking advantage of
sensors and actuators affecting the real world.

Agent migration and the preservation of agent
attributes and mental state during migration necessitate
the use of an external knowledge base. We call this
component the agent brain, being in charge of controlling
multiple agent representations or agent bodies. The
agent brain relies on a persistent information storage,
where agent and workspace attributes can be saved and
recalled.

Expect the Unexpected

Let us imagine that we buy a new microwave oven and
want to employ an AR system to explain its operation.
With current classic AR software design we would use
a standalone application tailored to the explanation of
our specific microwave oven model. We cannot get our
favorite animated agent—say, a repairman—to introduce
us our new household item, as this agent has never
“seen” a microwave oven before and thus it does not
know how to explain it.

UbiAgents can adapt to unknown applications. If we
enhance the aforementioned household scenario with
UbiAgent components, the microwave oven application
becomes part of the dynamic world model of the new
UbiAgent-based repairman character. If the application
generates a request calling for an animated presentation
of its typical features, the repairman agent migrates to
the new environment and starts the explanation.

UbiAgents communicate with AR applications via
input and output attributes described by a schema, com-
parable to an interface definition language. Any agent
“understanding” this schema is able to automatically
establish communication with the application, deduce
application state by monitoring these attributes, and
influence application behavior by modifying attribute
values. Due to the standard application interface
described by the schema, the agent does not have to be
aware of the fact that it is working with a microwave
oven, a photocopier, or a factory machine as long
as these objects properly map parameters describing
their appearance and behavior to interface attributes
well known to the agent. Any parameter changes not
communicated through schema attributes are ignored by
the agent.

The diversity of AR applications demands the creation
of multiple schemata. Systems acting in the fashion of

............................................................................................
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digital manuals need a schema enabling presentation,
while navigation systems necessitate a schema for
encapsulating parts of the physical environment such as
floors, offices, streets, and buildings.

Multi-purpose agents need to understand several
schemata to let the same agent work as a virtual tour
guide or animated technician on demand. When a
hitherto unknown application appears in the system and
a UbiAgent wants to communicate with it, the agent first
checks its schema. If the agent “speaks the language” of
the schema, it includes the application in its control loop
and reacts accordingly to attribute changes.

UbiAgents’ capability of working with previously
unknown applications is centered around the presence
of well-designed schemata for all applications that
may become part of the UbiAgents’ world model, as
a schema maps the internal state of unknown and
undeterministic objects to a deterministic set of attributes
familiar to the agent. Without exposing an appropriately

formed schema, UbiAgents cannot become aware of
an application. UbiAgents are therefore not capable
of “learning” entirely new things in a strict Artificial
Intelligence sense but rather of exploiting previously
unknown resources such as in UbiComp.

User Interface Adaptation

Users favor customizable interfaces over fixed ones.
People have diverse preferences for the color, size, spatial
arrangement, and numerous other style elements of user
interface components, including accessibility features for
the disabled.

Present AR systems offer tweaking interface appear-
ance, but customization information is only considered
in the current session without being stored persistently.
As illustrated by Figure 2, the UbiAgent framework
includes a persistent knowledge base to store user
preferences observed and accumulated by a learning

Figure 2. Application encapsulation with schema and adaptive user interface personalization.

............................................................................................
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module for future application sessions. The learning
module captures typical patterns in the way users
set interface customization parameters with statistical
methods and stores them in a personal user interface
profile in the knowledge base. This personalization
profile follows users around while they are working with
multiple distributed applications running on various
computing devices.

The UbiAgent framework is based on a fast and
robust knowledge base that enables storing and recalling
preferences on demand for a large number of users, thus
enhancing AR systems with user interface adaptation
capabilities. Identification of individual users relies on a
unique user ID associated with personal devices such as
PDAs or tablet PCs, or based on user accounts for shared
public computers.

Beliefs, Desires, Intentions

Our framework follows the belief-desire-intention (BDI)
model27 for the implementation of the agent’s reasoning
mechanism. This model is not only one of the most well-
known approaches for practical reasoning agents with a
substantial research corpus, but is also highly suitable
for dynamic and uncertain environments such as AR
systems. Figure 3 depicts the BDI model-based structure
of UbiAgents.

Beliefs represent the agent’s current knowledge of
the real world (such as the estimated pose and internal
attributes of application objects) mapped to an internal
world model. Since the world model represents only
a potentially imperfect local view of the physical and

virtual world, it needs to be regularly updated by
measurements coming from sensors in the real and
virtual environment. The knowledge base caches the
current world model state between measurements and
stores persistent information such as user preferences,
application attributes, and agent properties.

Desires stand for agent goals associated with a desired
end system state. They represent high-level concepts
in the UbiAgent’s brain subordinating user interface
components to adapt their behavior to achieve goals
as quickly as possible. UbiAgents work towards their
goals by carrying out tasks or intentions using actuators
in the real and virtual world. The currently executed
tasks are constantly re-evaluated to verify whether they
are efficiently advancing the system towards the end
state. The system may reconsider its decisions in case
of inadequate progress, and kill suboptimal tasks while
starting new, more promising ones.

According to Georgeff et al.28 adaptive, goal-oriented
systems offer a superior performance compared to task-
oriented systems in dynamic environments requiring
automatic recovery from erroneous situations. In
task-oriented systems each task strives to achieve
a local optimum without remembering the purpose
of its execution. In ubiquitous AR environments,
where failures and suboptimal working conditions are
inevitable, such an adaptive software architecture can
tackle issues such as computer crashes, load balancing,
and resource discovery.

In UbiAgents, goals represent a combination of desired
application and agent states, for instance “the repairman
presents the operation of the oven’s alarm clock.” This
high-level goal is decomposed into subgoals or plans

Figure 3. UbiAgent structure based on the BDI model.
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equivalent to application attribute changes and animated
agent action sequences such as “explain how to set hours,
then explain how to set minutes.”

Plans are converted into concrete agent tasks that
are executed by actuators available in the current
agent environment. In AR actuators can be physical as
well as virtual. Typical examples for virtual actuators
include animation engines controlling 3D models and
virtual characters, 2D text messages, sound, text-to-
speech engines etc. Common physical actuators involve
stationary and mobile computers, fixed and portable
displays, audio speakers, electric motors, and control
systems of mechanical engines.

Before task execution, the UbiAgent framework checks
whether actuators required for the next task are available
on the current agent platform. If the desired sensors
and actuators are missing or fail to meet the minimum
requirements in the current agent environment, the
UbiAgent consults its beliefs in the knowledge base
storing persistent knowledge about all available agent
platforms, and looks for a more suitable environment
where it can migrate to and complete its current job.

Implementation

In this section we present the UbiAgent framework
components and explain their functions with references
to the design principles described in the previous section.
Figure 4a shows a diagram with all UbiAgent entities and
their relationships.

Agent Body, Brain, and Habitat

Each UbiAgent consists of an agent brain and one or more
agent bodies. The agent brain serves as a control logic
and reasoning engine controlling global agent behavior.
It can be scripted by a propriatery scripting language
composed of commands with a hierarchical grammar.
Non-terminal symbols in the grammar represent abstract
agent instructions (such as “go to next door”), which will
be gradually decomposed into terminals or executable
low-level commands with exact coordinate positions,
speed, path, and other animation parameters. These low-
level commands are then passed on the agent bodies for
execution.

The agent body is a local representation of the agent
brain and an embodiment of the agent. As UbiAgents
operate in AR environments, they are allowed to possess
real as well as virtual bodies, and thus appear to be
integral parts of the user’s physical surroundings. The
agent body contains sensors observing the agent’s real
and virtual environment, and actuators affecting the
physical and virtual world.

UbiAgents do not exist on their own, they need a
host environment. In our framework we call this host
environment a habitat, which is characterized by its
hospitability attribute, combining diverse parameters
into a single heuristic value.

The hospitability value hides irrelevant internal
technical details of diverse computing platforms such
as CPU load, available memory, or remaining battery
power, yet allows agents to identify erroneous situations

Figure 4. (a) Entities and their relationships in the UbiAgent framework, (b) Structure of the UbiAgent knowledge base.
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such as a crashing or overloaded device by their low
hospitability value. Poor habitat conditions endangering
agent operation trigger survival agent behavior that
usually forces migration to another habitat. Graceful
degradation of agent services is also possible as the
availability of resources declines.

Computing devices serving as agent habitats in AR
must provide one or more displays and a network
of tracking systems called a locale, to support the
superimposition of virtual information over the real
world. Some parameters such as display size or the
degrees of freedom of tracking data rarely change,
therefore they are stored in a hardware repository.

Habitats constantly update their current attributes
in a habitat information storage, including references
to applications they are hosting, references to agents
currently embedded in the applications, and information
about currently associated locales and displays. Display
and locale parameters are loaded from the repository,
while dynamic parameters such as screen resolution are
updated by the respective embedded display or locale
component.

The UbiAgent components and AR applications
are built on the Studierstube AR framework,29 and
implemented as scene graphs based on Open Inventor, a
multi-platform high-level 3D graphics API. In Inventor
all scene graph objects interact with one another via
input and output attributes or “fields,” which also
provide control variables for the C++-based control logic
of the scene graph objects. The brain implementation
of UbiAgents in the demo applications of Section
“Applications” has also been based on C++ code,
however, dynamic scripting approaches for scene graphs
such as Pivy30 enable the dynamic uploading of
procedural code, making the use of agents more flexible.

The application control marks fields relevant to the
application state with a special tag, which allows
constant observation of their values. A disadvantage of
this scene graph approach is the lack of support for legacy
applications. Interfaces to legacy applications must be
implemented on a case-by-case basis.

Shared Knowledge Base

The dynamic nature of AR environments makes constant
and reliable communication between framework objects
crucial. Thus the knowledge base plays an eminent role
for UbiAgents. The knowledge base not only stores
the hardware repository, current habitat information,
and persistent UbiAgent component attributes, but

also serves as a shared memory between agents and
applications. Components can register as observers in
the knowledge base, which are requests for notifications
about changes in certain elements. When a particular
application or agent writes a message into the shared
memory, all applications and agents having registered
as observers for that particular element receive a
notification about the update. This mechanism makes the
knowledge base an effective communication medium in
our ubiquitous AR framework.

To avoid losing synchronization when a UbiAgent
has multiple bodies, communication between agents and
applications happens at a higher level: the application
control and the agent brain exchange messages through
the knowledge base, controlling actions of application
instances, and agent bodies. An application control
object is embedded into the application, which maps
internal application state to public knowledge base
elements. The mapping function implements the schema
concept described in the “Expect the Unexpected”
Section. The application control creates a transparent
interface between multiple agents and applications
to hide private implementation details. This interface
enables already existing complex AR systems to exploit
agent services without any modifications in structure
and code. By employing multiple application controls,
different schemata can be supported, allowing a versatile
use of the application with various agents.

Agent Migration

We use Muddleware31,32 to implement the UbiAgents’
knowledge base and shared application and agent
memory. Muddleware provides fast and robust access to
the UbiAgent knowledge base, which has a well-defined
hierarchical structure (see Figure 4b). The Muddleware
technology uses XPath-based queries and observers. The
XPath language syntax suits the hierarchical structure of
the UbiAgent knowledge base and enables the use of
complex queries and observers to receive information
about UbiAgent components. With XPath expressions
agents can quickly identify habitats matching a set of
infrastructure requirements such as hospitability, display
parameters, tracking data, and application and agent
attributes.

The agent brain controls a finite state machine. Each
state defines a set of desired actions for agent bodies.
When entering an agent state, an observer is registered
to represent minimum expectations about the ideal
environment for the agent bodies’ actions. If the observer

............................................................................................
Copyright © 2008 John Wiley & Sons, Ltd. 9 Comp. Anim. Virtual Worlds 2008; 18: 1–13

DOI: 10.1002/cav



UNCORRECTED P
ROOFS

1

2

3

4

5

6

7

8

9

10

11

12

13

14

15

16

17

18

19

20

21

22

23

24

25

26

27

28

29

30

31

32

33

34

35

36

37

38

39

40

41

42

43

44

45

46

47

48

49

50

51

52

53

54

55

56

57

58

59

60

61

62

63

64

65

66

67

68

69

70

71

72

73

74

75

76

77

78

79

80

81

82

83

84

85

86

87

88

89

90

91

92

93

94

95

96

97

98

99

100

101

102

103

104

105

106

107

108

109

110

111

112

113

114

115

116

117

118

119

120

I. BARAKONYI AND D. SCHMALSTIEG
..........................................................................

reports the appearance of a more suitable habitat, the
agent brain instructs the currently embedded agent body
to migrate to the new location.

Migration can happen in two ways: either by
serialization techniques of distributed shared scene
graphs33 to create a new agent body, or by activating
already existing “sleeping” agent bodies with remote
commands sent over the network while deactivating
previous ones. We also created a GUI-based UbiAgent
browser to issue custom queries for debugging purposes
and to trigger forced agent migrations for simulations.

Applications

We present two applications to illustrate the UbiAgents’
capabilities. The first application shows how animated
agents can enhance AR applications. The second
application focuses on application encapsulation and
agent mobility.

LEGO Robot Maintenance

Two UbiAgents are employed to educate an untrained
user to assemble, test and maintain a LEGO Mindstorms
robot: a physical, augmented LEGO Mindstorms robot,
and a virtual repairman. By monitoring the attributes of
the LEGO assembly application’s interface, the UbiAgent
framework is able to automatically generate behavior for
the animated virtual repairman (see Figure 1).

The assembly application’s interface provides the
agent with all the relevant information about the next
building block to be mounted. It outputs the current
construction step so that the agent is aware of the user’s
progress, i.e., what was and needs to be constructed.
Based on relevant information, the appropriate LEGO
block is generated, which is then linked to the agent’s
hands. The position of the next block allows the
movement from the agent’s current location to the tile’s
target location to be planned without bumping into
the already constructed model. The block’s suggested
orientation instructs the agent to put the block into the
correct pose before mounting. Finally, the virtual block
is added to the real robot using an appropriate gesture.

Engines and sensors (push, light, rotation, temperature
etc.) are important components of the robot since
misconfiguration would lead to erroneous behavior. To
let the user quickly verify whether they are functioning
correctly, the physical robot is augmented with a
UbiAgent, which accepts commands from the assembly

application. This means that as soon as the user finishes
mounting an engine, the robot attempts to turn the engine
on and lets the user inspect if it is working. In case of
incorrect behavior, the current or previous construction
steps have to be repeated.

A wireless PDA serves as a tangible interface to move
the virtual repairman and virtual LEGO tiles around
in the physical environment. It also shows a 2D user
interface to navigate the assembly sequence and control
the LEGO robot’s engines and sensors. Since the PDA is
tracked, it can be used to pick up the repairman and drop
it at a desired task location.

Ubiquitous Technician

In this scenario a technician is assisted by a UbiAgent on
his daily tour of duty in our lab. The agent follows the
technician and takes on various forms that are helpful in
carrying out the necessary maintenance tasks. We re-use
existing AR applications to demonstrate how UbiAgents
are capable of migrating from location to location and
task to task. Figure 5 provides illustration.

The UbiAgent’s knowledge base contains a list of
maintenance tasks and their associated task locations.
The UbiAgent uses Signpost, an AR navigation system34

to guide the technician to the next task’s location. During
navigation, the UbiAgent resides on the technicians
handheld computer, a Sony VAIO U70 equipped with
optical, intertial, and ultra-wideband (UWB) tracking
sensors.

At the target location, the agent migrates to the
host of the AR application associated with the current
maintenance task. The first job is to calibrate a cell
of a UWB tracking system. An AR application35

visualizes angle-of-arrival sensor measurements by
virtual rays emanating from the physical sensors, and
helps overcome problematic situations such as multi-
path signals caused by reflections from metal ceilings and
doors. After the calibration procedure, the technician is
guided to the next task, the LEGO maintenance scenario
described above.

In the Ubiquitous technician scenario three previously
independent AR applications—LEGO robot, UWB
calibration, Signpost—communicate with one another
using the shared knowledge base. New applications can
be dynamically added to the to-do list by encapsulating
them with appropriate markup, containing the physical
location as well as start and completion criteria for the
task.
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Figure 5. Going through a technician’s to-do list with the ubiquitous technician application. This application seamlessly combines
the Signpost indoor AR navigation system, an ultra-wideband calibration aid, and the AR Lego machine maintenance application

with the help of an application schema.

Concluding Remarks

Weiser36 questions the usefulness of embodied interface
agents by juxtaposing them with Ubicomp systems.
He argues that assistant-like interfaces increase the
seam between humans and computers, which conflicts
with the fundamental goals of Ubicomp. We believe
that empowering our interface agents with autonomous
behavior minimizes the required explicit user input to
ensure correct agent operation, which is important in
particular in AR applications.

User preference for agent representations spans a wide
spectrum between lifelike and non-anthropomorphic
embodiments. The robot maintenance application uses
a human-like animated character, while the calibration
aid employs simple geometrical shapes to visualize
application state. Animated gestures can be very
instructive, but in some AR systems a simple arrow may
prove more useful than a full-body animated character.
A possible solution to match preferences and purposes
of a wide range of users and applications may be
the employment of multiple agent bodies with varying
behavior, appearance, and style. The appropriate agent
body would either be explicitly selected by the user, or
automatically chosen by the application matching the
amount of information currently shown on the display
to avoid clutter.

Another important variable in agent systems is the
amount of proactivity ranging between submission and
aggression. Humans are normally suspicious about

systems that exclude users from the decision making.
On the other hand, the complexity of computing systems
including AR systems will soon reach a level where
direct manipulation interfaces become so saturated with
controllable parameters that users will have no other
choice than delegating interface manipulation tasks. We
also share Lieberman’s view that agents are rather suited
for making uncritical decisions,20 therefore we let agents
make suggestions instead of taking immediate actions. A
typical UbiAgent example is the grace period allowing
appropriate user response before agent migration.

T
PC

For the work presented in this paper we have created
our own ad hoc ontology for adaptive AR systems
without the intention of completeness. However, an
exhaustive ontology is highly desirable, in particular if
based on standards such as WSDL.37 This would allow
information sharing between UbiAgents and other AR
and agent systems, supporting resource sharing between
diverse computing systems. Another important issue
for future work is to eliminate vulnerability of a single
central knowledge base, which makes the system prone
to network and computer failures.
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